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# Rate-dependent phase-field damage modeling of rubber and its experimental parameter identification 

Pascal J. Loew ${ }^{\text {a,b,* }, ~ B e r n h a r d ~ P e t e r s ~}{ }^{\text {a }}$, Lars A.A. Beex ${ }^{\text {a }}$<br>${ }^{a}$ Faculté des Sciences, de la Technologie et de la Communication, Université du Luxembourg<br>${ }^{b}$ SISTO Armaturen S.A., Echternach


#### Abstract

Phase-field models have the advantage in that no geometric descriptions of cracks are required, which means that crack coalescence and branching can be treated without additional effort. Miehe et al. [1] introduced a rate-independent phase-field damage model for finite strains in which a viscous damage regularization was proposed. We extend the model to depend on the loading rate and time by incorporating rubber's strain-rate dependency in the constitutive description of the bulk, as well as in the damage driving force. The parameters of the model are identified using experiments at different strain rates. Local strain fields near the crack tip, obtained with digital image correlation (DIC), are used to help identify the length scale parameter. Three different degradation functions are assessed for their accuracy to model the rubber's rate-dependent fracture. An adaptive time-stepping approach with a corrector scheme is furthermore employed to increase the computational efficiency with a factor of six, whereas an active set method guarantees the irreversibility of damage. Results detailing the energy storage and dissipation of the different model constituents are included, as well as validation results that show promising capabilities of rate-dependent phase-field modeling. Keywords: Phase-field, fracture, damage, rubber, rate-dependent


[^0]
## 1. Introduction

Rubber products like seals, hoses and tires are widely used in industrial applications. In order to reduce the cost and time constraints to produce physical prototypes, virtual prototypes can be developed instead. However, virtual prototypes require adequate numerical simulation tools to describe the mechanical responses. Several researchers have modeled the failure and fracture of rubber materials [1] [2] [3], but rubber's rate-dependency is still relatively scarcely addressed.

Although [4], [5] and [6] have recognized the viscoelastic behavior as a major factor affecting the crack growth rate, to the best of the authors' knowledge, only [7] and [8] have incorporated it in predictive models with a node splitting algorithm and a cohesive zone approach, respectively. These approaches have a disadvantage in that they need either frequent remeshing or a-priori knowledge of the crack path.
Phase-field damage models for fracture [9], also called variational approaches to fracture [10], are recently gaining interest since they naturally manage crack propagation, branching and coalescence without a-priori knowledge of the crack path. This is achieved by treating the sharp discontinuity in a continuous manner with a finite damage zone that is governed by a length scale parameter. The similarities to gradient-enhanced damage models [11] [12] [13] [14] [15] are obvious and highlighted in [16] and [17].
[1] was, according to the best of the authors' knowledge, the first to introduce phase-field modeling for fracture of rubbery polymers. While already including rate-dependency in the damage evolution, its aim was to add numerical stability to the framework. An extension to anisotropic, hyperelastic materials, like soft biological tissues, was presented in [18] and [19]. [20] and [21] used a phase-field damage model to investigate the failure at the microscale of carbon black reinforced rubber composites. These works highlighted the ability of phase-field damage approaches to model nucleation and coalescence of several cracks. The fracture of silicone elastomers was studied in [2], whereas [3] introduced a mi-
${ }_{33}$ criteria for soft biological materials, [22] favored a strain-energy based criterion ${ }_{34}$ to describe damage evolution, which we use as well.

5 Phase-field approaches for fracture need a correct identification of the length scale parameter. It can be shown that for an infinitesimally small length scale the approach converges to a sharp crack surface [9]. This could lead to the assumption that the length scale is a numerical parameter, which just needs to be selected small enough. However, a substantial influence of the length scale on the results is observed in [23]. Therefore we assume, as in [24], [25], [26], and [27], that the length scale is a material parameter depending on the microstructure and needs to be calibrated with experimental data.

44 Although the general aim of this work is to develop a phase-field model to describe the rate-dependent failure of rubbers, four sub-aims can be distinguished.
${ }_{46}$ First, we extend the proposed model of [1] to incorporate rate-dependency in the bulk response as well as in the damage evolution. Second, since enforcing the irreversibility of the damage field by the application of a local history field [9] yields erroneous results for the rate-dependent formulation, we propose to directly use the constraints on the evolution of the damage field. Third, we introduce an adaptive time-stepping algorithm and use the corrector scheme of [28] to reduce computation times. Fourth, [29] showed for a gradient-enhanced damage model, that measurements of local strains near the crack tip are required to Correctly calibrate the fracture parameters, especially the length scale. We experimentally identify all material parameters, including the length scale, such that the computations for the presented validation tests are true predictions. The paper is organized as follows. In chapter 2, the rate-dependent phase-field damage model for finite strains is derived from energy-conservation. In chapter 3, we formulate the weak form, linearize and discretize our model. Special attention is paid to the treatment of the irreversibility constraint of the damage field. Chapter 4 presents the conducted experiments, the procedure to identify

62 the model's parameters and the validation results. We discuss amongst other ${ }_{63}$ things the value of the length scale parameter for which we have used digital ${ }_{64}$ image correlation (DIC) measurements and assess three different degradation ${ }_{65}$ functions in terms of accuracy to predict failure of rubber. The validation ${ }_{66}$ is performed by varying the specimen geometries and clamp velocities. We 67 conclude this contribution in chapter 5.
${ }_{68}$ In this work, we denote scalars by lowercase and capital letters ( $a$ and $A$ ),
69 vectors by bold, lowercase letters (a), second-order tensors by bold capitals (A) 70 and fourth-order tensors by bold, capital italic letters $(\mathcal{A})$.

## ${ }_{71}$ 2. Energy-based rate-dependent phase-field damage model

In this section, the rate-dependent phase-field damage model is derived. We start by defining the kinematics. We consider a body $\Omega_{0}$ in the reference configuration, with its external boundary denoted by $\partial \Omega_{0}$ and an internal discontinuity ${ }_{75} \Gamma_{0}$. The motion and deformation of the body are described by displacement $\mathbf{u}$,

76 deformation gradient $\mathbf{F}=\mathbf{I}+\nabla_{0} \mathbf{u}$ and Green's strain tensor $\mathbf{E}=1 / 2\left(\mathbf{F}^{T} \cdot \mathbf{F}-\mathbf{I}\right)$.
${ }_{77} \mathbf{I}$ denotes the unit tensor and spatial derivatives associated with the reference configuration are denoted by $\frac{\partial \cdot}{\partial \mathbf{X}}=\nabla_{0}(\cdot)$. Further, we introduce a scalar-valued 79 phase-field damage variàble $d \in[0,1]$ such that $d=0$ for an undamaged, virgin ${ }_{80}$ material and $d=1$ for a fully damaged, degraded material (See figure 2.1a).
$8_{1}$ Energy conservation requires the externally supplied energy per time unit $\dot{P}^{e x t}$, ${ }_{82}$ to be equal to the rate of the internally stored $\dot{E}$ and the dissipated energy $\dot{D}$ :

$$
\begin{equation*}
\dot{E}+\dot{D}=\dot{P}^{e x t} \tag{2.1}
\end{equation*}
$$

83 The respective relations for $\dot{E}, \dot{D}$ and $\dot{P}^{e x t}$ are defined in the following subsections. By inserting these relations in equation (2.1), we can derive the governing equations for our model.


Figure 2.1: a) In a 2-D phase-field damage model a sharp crack $\Gamma_{0}$ is approximated with crack surface $\Gamma_{l}$. b) Damage variable $d$ for a fully developed crack in a 1-D bar with length $L$. The width of the process zone is controlled by the length scale $l_{0}$.

86 2.1. Rate of internally stored energy
${ }_{87}$ The internally stored energy in the bulk reads:

$$
\begin{equation*}
E=\int_{\Omega_{0} \backslash \Gamma_{0}} \psi^{b u l k} d V=\int_{\Omega_{0}} g_{d} \psi^{b u l k} d V \tag{2.2}
\end{equation*}
$$

${ }_{88}$ where we have introduced the degradation function $g_{d}{ }^{1}$, which controls the
${ }_{89}$ stiffness of the bulk material as a function of the damage variable $d$. The
9 degradation function obeys:

$$
\begin{align*}
g_{d}(d=0) & =1 \\
g_{d}(d=1) & =0  \tag{2.3}\\
\left.\frac{\partial g_{d}}{\partial d}\right|_{d=1} & =0 .
\end{align*}
$$

$$
\begin{equation*}
g_{d}=(1-d)^{2} \tag{2.4}
\end{equation*}
$$

${ }_{93}$ In contrast, [31] recently introduced the following degradation function:

$$
\begin{equation*}
g_{d}=s\left((1-d)^{3}-(1-d)^{2}\right)+3(1-d)^{2}-2(1-d)^{3} \tag{2.5}
\end{equation*}
$$

Most studies (e.g. [9], [19],[21], [30]) use the following quadratic degradation function:
where $s>0$ is an additional parameter, which needs to be calibrated. This degradation function reduces the growth of the damage variable $d$ prior to the critical stress. For details on the influence of the parameter $s$, the reader is also referred to [16]. In chapter 4.4 we investigate the influence of the degradation function in more detail. As in [31], we set $s=10^{-4}$
${ }_{99}$ To incorporate rate-dependent effects, we split the strain energy density into an
$\mathbf{\Phi}_{\alpha}$ denotes an internal strain-like tensor, that accounts for the dissipation in the bulk. It is actually the 3D extension of the 1D strain $\gamma_{\alpha}$ in a dashpot of a Maxwell element (see figure 2.2).
Considering the incompressibility of rubbery polymers, the elastic strain energy density is normally decomposed in an isochoric and volumetric part according ${ }^{1}$ Note that we do not add a small constant $c$ to the degradation function $\left(g_{d}=g_{d}+c\right)$, as it is for example employed in $[2],[3]$ or [9], to ensure the stability of the resulting system of equations. The reason is that even a small value for $c$ in combination with a higher order hyperelastic material model has an influence on the solution. Therefore we use an additional Neo-Hookean strain energy potential $\psi^{\text {res }}=C_{1}^{\text {res }}\left(\operatorname{tr}\left(\mathbf{F}^{T} \cdot \mathbf{F}\right)-3\right)$ in parallel to the elastic $\psi^{e l a s}$ and viscous $\psi^{v i s}$. This potential does not decline with the degradation function $g_{d}$, but the value $C_{1}^{r e s}=5 \cdot 10^{-3} M P a$ is selected so small that it has no influence on the results (not shown here). To present the model as simply as possible we do not include $\psi^{\text {res }}$ in the following equations.


Figure 2.2: Generalized Maxwell-element with $m$ spring-dashpot elements. While $\mu_{\alpha}$ and $\epsilon_{\alpha}$ denote the stiffness and strain in the spring, $\nu_{\alpha}$ and $\gamma_{\alpha}$ denote the viscosity and the strain in the dashpot.
to:

$$
\begin{equation*}
\psi^{e l a s}=\psi^{i s o}(\overline{\mathbf{F}})+\psi^{v o l}(J) \tag{2.7}
\end{equation*}
$$ where $\overline{\mathbf{F}}=J^{-1 / 3} \mathbf{F}$ and $J=\operatorname{det}(\mathbf{F})$. In this contribution, however, we only consider plane stress cases. With that, the incompressibility constraint can be applied via substitution in the out of plane deformation [32]. Therefore, we obtain with $J=1^{2}$

$$
\begin{equation*}
\psi^{e l a s}=\psi^{i s o}(\mathbf{F}) \tag{2.8}
\end{equation*}
$$

111 The rate of the internally stored energy then reads:

$$
\begin{equation*}
\dot{E}=\int_{\Omega_{0}}\left(g_{d} \frac{\partial \psi^{b u l k}}{\partial \mathbf{F}}: \dot{\mathbf{F}}+g_{d} \sum_{\alpha=1}^{m} \frac{\partial \psi^{b u l k}}{\partial \mathbf{\Phi}_{\alpha}}: \dot{\mathbf{\Phi}}_{\alpha}+\frac{\partial g_{d}}{\partial d} \psi^{b u l k} \dot{d}\right) d V \tag{2.9}
\end{equation*}
$$

${ }^{2}$ It is known to the authors, that rubbers do not deform in a perfectly incompressible way ([33], [34]). Recently, researches [35] have shown that decohesion of filler particles from the elastomer matrix is the main reason for the volume growth in tension. With this knowledge, one could postulate a coupling of the compressibility and volume growth to the field of the damage variable. For the sake of simplicity, this is not done in this study and remains an open point for the future.

$$
\begin{align*}
\mathbf{P} & =\frac{\partial \psi}{\partial \mathbf{F}}=g_{d} \frac{\partial \psi^{b u l h}}{\partial \mathbf{F}} \\
& =g_{d}\left(\frac{\partial \psi^{\text {elas }}}{\partial \mathbf{F}}+\sum_{\alpha=1}^{m} \frac{\partial \psi_{\alpha}^{v i s}}{\partial \mathbf{F}}\right)  \tag{2.12}\\
& =g_{d}\left(\mathbf{P}^{\infty}+\sum_{\alpha=1}^{m} \mathbf{Q}_{\alpha}\right)
\end{align*}
$$

where

$$
\begin{equation*}
\mathbf{P}^{\infty}=2 \sum_{i=1}^{3} i C_{i}\left(I_{1}-3\right)^{(i-1)} \mathbf{F} . \tag{2.13}
\end{equation*}
$$ stress. From the Clausius-Planck inequality, we extract the rate of dissipation

$\qquad$
${ }^{3}$ There are other, more sophisticated viscoelastic material models for rubber, for example [38], [39] or [40], but these models require an internal Newton-scheme to more accurately account for the viscosity. These models come with substantially larger computational costs. In chapter 4 we show that the model of [37] is accurate enough for our application.

$$
\begin{equation*}
\mathbf{P}_{\alpha}=\frac{\partial \psi_{\alpha}}{\partial \mathbf{F}}=\beta_{\alpha}^{\infty} \frac{\partial \psi^{e l a s}}{\partial \mathbf{F}}=\beta_{\alpha}^{\infty} \mathbf{P}^{\infty} \tag{2.19}
\end{equation*}
$$


${ }^{4}$ The viscous response of the material model according to [37] is calculated solely with the rate equation (2.18) and its numerical solution (2.21). Therefore, the model does not require the explicit definition of the fourth order tensor $\mathcal{V}$ and the viscous energy density $\psi^{v i s c}$. For the one-dimensional case however, we write $\psi_{\alpha}^{v i s c}=\frac{1}{2} \mu_{\alpha}\left(\epsilon_{0}-\gamma_{\alpha}\right)^{2}$ so that $q_{\alpha}=\frac{\partial \psi_{\alpha}^{v i s c}}{\partial \epsilon_{0}}=$ $-\frac{\partial \psi_{\alpha}^{v i s c}}{\partial \gamma_{\alpha}}=\mu_{\alpha}\left(\epsilon_{0}-\gamma_{\alpha}\right)$. This justifies equation (2.15) and comparing equations (2.11) and (2.16), we deduce that $\mathcal{V}$ is the three-dimensional extension of $\nu_{\alpha}^{-1}$.
$\beta_{\alpha}^{\infty}$ denote scalar free energy factors. A closed-form solution of rate equation (2.18) for the time interval $t \in[0, T]$ can be expressed by convolution integrals as follows:

$$
\begin{equation*}
\mathbf{Q}_{\alpha}=e^{-\frac{T}{\tau_{\alpha}}} \mathbf{Q}_{\alpha, 0}+\int_{t=0}^{t=T} e^{-\frac{T-t}{\tau_{\alpha}}} \dot{\mathbf{P}}_{\alpha} d t \tag{2.20}
\end{equation*}
$$

where $\mathbf{Q}_{\alpha, 0}$ denotes the instantaneous response. Applying a second-order accurate mid-point rule for the time integration, the viscous stress for the current time step can then be expressed as:

$$
\begin{equation*}
\mathbf{Q}_{\alpha}=e^{2 \zeta_{\alpha}} \mathbf{Q}_{\alpha, n}+e^{\zeta_{\alpha}} \beta_{\alpha}^{\infty}\left(\mathbf{P}^{\infty}-\mathbf{P}_{n}^{\infty}\right) \tag{2.21}
\end{equation*}
$$

where $\zeta=\frac{-\Delta t}{2 \tau_{\alpha}}$ and subscripts $n$ denotes converged solutions of the previous time step $t_{n}$.

### 2.2. Rate of Dissipation

Additional to the viscous rate of dissipation, in the bulk (equation (2.14)), we introduce dissipation due to crack growth. Following the pioneering work of [41] and especially [6] for elastomers, we use an energetic approach to fracture. First, we define $G_{c}$ as the energy dissipated by the formation of a unit crack area. Thus, the energy dissipated trough crack formation reads:

$$
\begin{equation*}
D^{c r a c k}=\int_{\Gamma_{0}} G_{c} d A \tag{2.22}
\end{equation*}
$$ [10]. With the crack density function $\gamma_{l}=\gamma_{l}(d)$, the sharp discontinuity of the crack is smoothened out to a diffuse topology. The size of this zone is controlled by the length scale parameter $l_{0}$ (See figure 2.1 b ). Multiplying $G_{c}$ with $\gamma_{l}$ and integrating over the domain $\Omega_{0}$, the dissipated energy trough crack formation now reads:

$$
\begin{equation*}
D^{c r a c k}=\int_{\Gamma_{0}} G_{c} d A=\int_{\Omega_{0}} G_{c} \gamma_{l} d V \tag{2.23}
\end{equation*}
$$

As in [9] and [10], we set the crack density function to ${ }^{5}$ :

$$
\begin{equation*}
\gamma_{l}=\frac{1}{2 l_{0}} d^{2}+\frac{l_{0}}{2}\left(\nabla_{0} d \cdot \nabla_{0} d\right), \tag{2.24}
\end{equation*}
$$

so that the dissipation rate due to crack formation can be written as:

$$
\dot{D}^{\text {crack }}=\int_{\Omega_{0}} G_{c}\left(\frac{1}{l_{0}} d \dot{d}+l_{0} \nabla_{0} d \cdot \nabla_{0} \dot{d}\right) d V
$$

(2.25) Integration by parts and use of the divergence theorem then yields

$$
\begin{equation*}
\dot{D}^{c r a c k}=\int_{\Omega_{0}} G_{c}\left(\frac{1}{l_{0}} d-l_{0} \nabla_{0}^{2} d\right) \dot{d} d V+\int_{\partial \Omega_{0}} G_{c} l_{0} \nabla_{0} d \cdot \mathbf{n}_{0} \dot{d} d A . \tag{2.26}
\end{equation*}
$$

$\mathbf{n}_{0}$ denotes the outward, unit normal vector and we introduce rate-dependent crack growth dissipation as follows: ${ }^{6}$

$$
\begin{equation*}
\dot{D}^{\text {crack,visc }}=\int_{\Omega_{0}} \kappa_{1} \dot{d}^{2} d V \tag{2.27}
\end{equation*}
$$

where scalar $\kappa_{1}$ denotes a viscosity parameter.
The total rate of dissipation consequently reads:

$$
\begin{equation*}
\dot{D}=\dot{D}^{c r a c k}+\dot{D}^{c r a c k, v i s c}+\dot{D}^{v i s c} \geq 0 \tag{2.28}
\end{equation*}
$$

Enforcing $\dot{d} \geq 0$ (see chapter 3.4) implies that $\dot{D}^{\text {crack }} \geq 0$ and hence, that cracks cannot heal. Constraint $\dot{D}^{v i s c} \geq 0$ was discussed in chapter 2.1.1 and more details can be found in [37]. A positive value of $\kappa_{1}$ finally ensures that $\dot{D}^{\text {crack,visc }} \geq 0$.
${ }^{5}$ Alternatively, [43] introduced another crack density function: $\gamma_{l}=\frac{3}{8 l_{0}} d+\frac{3 l_{0}}{8}\left(\nabla_{0} d \cdot \nabla_{0} d\right)$. This function leads in combination with the quadratic degradation function $g_{d}=(1-d)^{2}$ to a reduction of the growth of damage variable $d$ prior to the critical stress [27]. We can reproduce this behavior with the crack density (equation (2.24)) and the degradation function as in equation (2.5). Therefore, we have decided to keep the crack density function constant and only vary the degradation function (see chapter 4.4)
${ }^{6}$ One could introduce higher order viscosity terms with $\kappa_{\beta} \dot{d}^{2 \beta}$ with $\beta>1$. However, this hardly changes the solution. To keep the model as simple as possible, we set $\beta=1$.

## 174 2.4. Balance of mechanical energy

175 Inserting equations (2.9), (2.28) and (2.29) into equation (2.1) we obtain

$$
\begin{align*}
& -\int_{\Omega_{0}}\left(\nabla_{0} \cdot\left(g_{d} \frac{\partial \psi^{b u l k}}{\partial \mathbf{F}}\right)+\mathbf{b}_{0}\right) \cdot \dot{\mathbf{u}} d V+\int_{\partial \Omega_{0}}\left(g_{d} \frac{\partial \psi^{b u l k}}{\partial \mathbf{F}} \cdot \mathbf{n}_{0}-\mathbf{t}_{0}\right) \cdot \dot{\mathbf{u}} d A \\
& +\int_{\Omega_{0}}\left(\frac{\partial g_{d}}{\partial d} \psi^{b u l k}+\frac{G_{c}}{l_{0}} d-G_{c} l_{0} \nabla_{0}^{2} d+\kappa_{1} \dot{d}\right) \dot{d} d V \\
& +\int_{\partial \Omega_{0}} G_{c} l_{0} \nabla_{0} d \cdot \mathbf{n}_{0} \dot{d} d A+\int_{\Omega_{0}} \sum_{\alpha=1}^{m} g_{d}\left(\mathbf{Q}_{\alpha}+\frac{\partial \psi^{b u l k}}{\partial \boldsymbol{\Phi}_{\alpha}}\right): \dot{\mathbf{\Phi}}_{\alpha} d V=0 \tag{2.30}
\end{align*}
$$

${ }_{176}$ From this, we can extract the macroforce ${ }^{7}$ :

$$
\begin{equation*}
\nabla_{0} \cdot\left(g_{d} \frac{\partial \psi^{b u l k}}{\partial \mathbf{F}}\right)+\mathbf{b}_{0}=0 \tag{2.31}
\end{equation*}
$$

177 and the microforce balance:

$$
\begin{equation*}
\frac{\partial g_{d}}{\partial d} \psi^{b u l k}+\frac{G_{c}}{l_{0}} d-G_{c} l_{0} \nabla_{0}^{2} d+\kappa_{1} \dot{d}=0 . \tag{2.32}
\end{equation*}
$$

178
179
We want to point out, that equation (2.32) contains a viscous regularization of the damage growth $\kappa_{1} \dot{d}$, as well as a rate-dependent driving force:

$$
\begin{equation*}
\psi^{b u l k}=\psi^{e l a s}+\psi^{v i s c}=\int \mathbf{P}^{\infty}: \dot{\mathbf{F}} d t+\sum_{\alpha=1} \int \mathbf{Q}_{\alpha}: \dot{\mathbf{F}} d t \tag{2.33}
\end{equation*}
$$

Finally, the following Neumann boundary conditions may be applied:

$$
\begin{equation*}
g_{d} \frac{\partial \psi^{b u l k}}{\partial \mathbf{F}} \cdot \mathbf{n}_{0}=\mathbf{t}_{0} \text { and } \nabla_{0} d \cdot \mathbf{n}_{0}=0 \tag{2.34}
\end{equation*}
$$

## 3. Numerical Implementation

### 3.1. Weak form

Next, we transform the macroforce balance (equation (2.31)) and microforce balance (equation (2.32)) to their respective weak form using the standard Galerkin procedure with the test functions $\delta \mathbf{u}$ and $\delta d$.
We obtain the macroforce balance in the weak form:

$$
R_{u}=\int_{\Omega_{0}} \mathbf{P}: \nabla_{0} \delta \mathbf{u} d V-\int_{\Omega_{0}} \mathbf{b}_{0} \cdot \delta \mathbf{u} d V-\int_{\Gamma_{0}} \mathbf{t}_{0} \cdot \delta \mathbf{u} d S=0
$$

Application of the Galerkin procedures to the microforce balance leads to:

$$
\begin{equation*}
R_{d}=\int_{\Omega_{0}}\left(G_{c} l_{0} \nabla_{0}^{2} d \delta d-\frac{\partial g_{d}}{\partial d} \psi^{b u l k} \delta d-\frac{G_{c}}{l_{0}} d \delta d-\kappa_{1} \dot{d} \delta d\right) d V=0 \tag{3.2}
\end{equation*}
$$

After integration by parts and use of the boundary condition $\nabla_{0} d \cdot \boldsymbol{n}_{0}=0$, equation (3.2) reads:

$$
\begin{equation*}
R_{d}=\int_{\Omega_{0}}\left(G_{c} l_{0} \nabla_{0} d \cdot \nabla_{0} \delta d+\frac{\partial g_{d}}{\partial d} \psi^{b u l k} \delta d+\frac{G_{c}}{l_{0}} d \delta d+\kappa_{1} \dot{d} \delta d\right) d V=0 \tag{3.3}
\end{equation*}
$$

With degradation function $g_{d}=(1-d)^{2}$ and denoting $\eta_{1}=\frac{l_{0}}{G_{c}} \kappa_{1}$, we obtain:

$$
\begin{align*}
& R_{d}=\int_{\Omega_{0}}\left(l_{0}^{2} \nabla_{0} d \cdot \nabla_{0} \delta d\right) d V+ \\
& \int_{\Omega_{\mathrm{O}}}\left(-2(1-d) \psi^{b u l k} \frac{l_{0}}{G_{c}}+d+\eta_{1} \dot{d}\right) \delta d d V=0 \tag{3.4}
\end{align*}
$$

${ }^{7}$ By multiplying the stress tensor $\mathbf{P}=g_{d} \frac{\partial \psi^{b u l k}}{\partial \mathbf{F}}$ with the degradation function $g_{d}$ in equation (2.31), we degenerate the complete bulk response. In case of cyclic loading, this leads to the problem that crack closure is not described correctly. Further, one can see from equation (2.32) that the complete bulk energy is responsible for crack growth, independent of compressive or tensile deformation. As shown in [44], this might lead to an erroneous result in compression. To account for crack surface contacts and to allow crack growth to originate only from tensile deformation, a split of the bulk energy into a positive (tensile) and negative (compression) part is introduced in [44]: $\psi^{\text {bulk }}=g_{d} \psi^{+}+\psi^{-}$. The reader is also referred to [45], in which a spectral decomposition of the strain tensor is used to split the strain energy density into a positive and negative part. Focusing for now on examples that are only exposed to tension, we simplify the model and do not split the energy.

Finally, we deduce from equation (3.1) and (3.4) two coupled equations:

$$
\begin{align*}
& R_{u}=R_{u}(\delta \mathbf{u}, \mathbf{u}, d)=0  \tag{3.5}\\
& R_{d}=R_{d}(\delta d, \mathbf{u}, d, \dot{d})=0
\end{align*}
$$

192
which we need to solve.
3.2. Linearization

194 To solve equation (3.1) and (3.4), we first discretize the problem in time using 195 a backward Euler scheme:

$$
\begin{equation*}
\dot{d}=\frac{d-d_{n}}{\Delta t} \tag{3.6}
\end{equation*}
$$

196 resulting in $R_{d}=R_{d}\left(\delta d, \mathbf{u}, d, d_{n}\right)$, where $d_{n}$ denotes the solution of the damage
197 field for previous time step $t_{n}$.
198 We then apply a staggered scheme as in [9] and perform an operator split into a 199 mechanical predictor step $A L G O_{M}$ and damage growth step $A L G O_{D}$. Accord200 ingly, we solve equation (3.1) at time $t_{n+1}$ for the displacement field $\mathbf{u}$, while ${ }_{201}$ keeping the damage field $d$ constant:

$$
A L G O_{M}=\left\{\begin{array}{l}
R_{u}=0  \tag{3.7}\\
\dot{d}=0
\end{array}\right.
$$

202 Then, with the updated, but constant displacement field $\mathbf{u}$, we solve equation
203 (3.4) for the damage field $d$ :

$$
A L G O_{D}=\left\{\begin{array}{l}
\dot{\mathbf{u}}=0  \tag{3.8}\\
R_{d}=0
\end{array}\right.
$$

Each equation is solved with the Newton-Raphson method. To do so, we need to linearise both equations:

$$
\begin{align*}
R_{u}+\left.\frac{\partial R_{u}}{\partial \mathbf{u}}\right|_{\mathbf{u}, d} \cdot \Delta \mathbf{u} & =0 \\
R_{d}+\left.\frac{\partial R_{d}}{\partial d}\right|_{\mathbf{u}, d} \Delta d & =0 \tag{3.9}
\end{align*}
$$

Note that the directional derivatives $\left.\frac{\partial R_{u}}{\partial d}\right|_{\mathbf{u}, d}$ and $\left.\frac{\partial R_{d}}{\partial \mathbf{u}}\right|_{\mathbf{u}, d}$ are neglected. It is shown in [9] that this scheme is more stable and faster than the monolithic approach with a full linearization. The only disadvantage is that a sufficiently small time step is required [46].

Calculating the directional derivative for $R_{u}$, we obtain:

$$
\left.\frac{\partial R_{u}}{\partial \mathbf{u}}\right|_{\mathbf{u}, d} \cdot \Delta \mathbf{u}=\int_{\Omega_{0}} g_{d}\left(1+\sum_{\alpha=1}^{m} e^{\zeta_{\alpha}} \beta_{\alpha}\right) \nabla_{0} \delta \mathbf{u}: \mathcal{C}^{\infty}: \nabla_{0} \Delta \mathbf{u} d W
$$ where

$$
\begin{equation*}
\mathcal{C}^{\infty}=\frac{\partial \mathbf{P}^{\infty}}{\partial \mathbf{F}}=2 \sum_{i=1}^{3} i C_{i}\left(I_{1}-3\right)^{i-1} \boldsymbol{\mathcal { I }}+2 i(i-1) C_{i}\left(I_{1}-3\right)^{i-2} \mathbf{F} \otimes \mathbf{F} \tag{3.11}
\end{equation*}
$$

Herein, $\otimes$ denotes a dyadic product and $\mathcal{I}=\delta_{i k} \delta_{j l} \mathbf{e}_{i} \otimes \mathbf{e}_{j} \otimes \mathbf{e}_{k} \otimes \mathbf{e}_{l}$. The directional derivative for $R_{d}$ furthermore reads:

$$
\begin{align*}
\left.\frac{\partial R_{d}}{\partial d}\right|_{\mathbf{u}, d} \Delta d & =\int_{\Omega_{0}} l_{0}^{2} \nabla_{0} \delta d \cdot \nabla_{0} \Delta d d V  \tag{3.12}\\
& +\int_{\Omega_{0}} \delta d\left(2 \psi^{b u l k} \frac{l_{0}}{G_{c}} 41+\eta_{1} \frac{1}{\Delta t}\right) \Delta d d V
\end{align*}
$$

### 3.3. Discretization

The spatial discretization of the domain is achieved with linear, isoparametric quadrilaterals. Using $N_{a}$ to denote the shape function of the $a^{\text {th }}$ node and $n_{\text {nodes }}$ to denote the number of nodes, the displacement field $\mathbf{u}$ and the damage field $d$ are approximated as:

$$
\begin{align*}
& \mathbf{u}=\sum_{a=1}^{n_{\text {nodes }}} N_{a} \mathbf{u}_{a}, \\
& d=\sum_{a=1}^{n_{\text {nodes }}} N_{a} d_{a} . \tag{3.13}
\end{align*}
$$

Including these approximations in the weak form, we write:

$$
\begin{array}{r}
R_{u}(\mathbf{u}, d)+\left.\frac{\partial R_{u}}{\partial \mathbf{u}}\right|_{\mathbf{u}, d} \cdot \Delta \mathbf{u}=\delta \underline{\mathbf{u}} \cdot\left(\underline{\mathbf{f}}^{u}+\underline{\underline{K}}^{u u} \cdot \Delta \underline{\mathbf{u}}\right)=0 \\
R_{d}(\mathbf{u}, d)+\left.\frac{\partial R_{d}}{\partial d}\right|_{\mathbf{u}, d} \Delta d=\delta \underline{d}\left(\underline{f}^{d}+\underline{\underline{K}}^{d d} \Delta \underline{d}\right)=0 \tag{3.14}
\end{array}
$$

$$
\begin{array}{r}
\underline{\mathbf{f}}^{u}+\underline{\mathbf{K}}^{u u} \cdot \Delta \underline{\mathbf{u}}=\underline{\mathbf{0}} \\
\underline{f}^{d}+\underline{\underline{K}}^{d d} \Delta \underline{d}=\underline{0},
\end{array}
$$

where

$$
\begin{aligned}
& \underline{\mathbf{f}}^{u}=f_{i a}^{u}=\int_{\Omega_{0}} \frac{\partial N_{a}}{\partial X_{j}} P_{i j} d V-\int_{\Omega} N_{a} b_{0, i} d V-\int_{\Gamma} N_{a} t_{0, i} d S \\
& \underline{f}^{d}=f_{a}^{d}=\int_{\Omega_{0}} l_{0}^{2} \frac{\partial N_{b} d_{b}}{\partial X_{j}} \frac{\partial N_{a}}{\partial X_{j}} d V+ \\
& \quad \int_{\Omega_{0}} N_{a}\left(-2\left(1-N_{b} d_{b}\right) \psi^{b u l k} \frac{l_{0}}{G_{c}}+N_{b} d_{b}+\eta_{1} N_{b} \frac{d_{b}-d_{n, b}}{\Delta t}\right) d V \\
& \underline{\underline{\mathbf{K}}}^{u u}=\left[K_{a b}^{u u}\right]_{i k}=\int_{\Omega_{0}} g_{d}\left(1+\sum_{\alpha=1}^{m} e^{\zeta_{\alpha}} \beta_{a}\right) \frac{\partial N_{a}}{\partial X_{j}} \mathcal{C}_{i j k l}^{\infty} \frac{\partial N_{b}}{\partial X_{l}} d V \\
& \underline{\underline{K}}^{d d}=\left[K_{a b}^{u u}\right]=\int_{\Omega_{0}} l_{0}^{2} \frac{\partial N_{a}}{\partial X_{i}} \frac{\partial N_{b}}{\partial X_{i}} d V \\
& \quad+\int_{\Omega_{0}} N_{a}\left(2 \psi^{b u l k} \frac{l_{0}}{G_{c}}+1+\frac{\eta_{1}}{\Delta t}\right) N_{b} d V
\end{aligned}
$$

225 3.4. Enforcing Irreversibility with an Active Set Method
226 It is essential that damaged material is prevented from healing. We examine
${ }_{228}$ Equation (2.32) then reads with $g_{d}=(1-d)^{2}$ :

$$
\begin{equation*}
2(1-d) \psi^{b u l k}-\frac{G_{c}}{l_{0}} d-\kappa_{1} \dot{d}=0 \tag{3.17}
\end{equation*}
$$

Furthermore, we assume a linear-elastic material $\psi^{b u l k}=\frac{1}{2} E \epsilon^{2}$, where $E$ and $\epsilon$ denote the Young's modulus and the strain, respectively. Inserting $\dot{d}=\frac{d-d_{n}}{\Delta t}$, we obtain the following damage variable at the end of the current time step:

$$
\begin{equation*}
d=\frac{2 \psi^{b u l k}+\frac{\kappa_{1} d_{n}}{\Delta t}}{2 \psi^{b u l k}+\frac{G_{c}}{l_{0}}+\frac{\kappa_{1}}{\Delta t}} . \tag{3.18}
\end{equation*}
$$

If we now apply strains as depicted in figure 3.1a), we would observe healing for a decrease of the strain, until the material is entirely healed at $\epsilon_{(t=4 s)}=0$. To avoid healing (i.e. to guarantee irreversibility of the damage), [9] introduced the following history variable:

$$
H=\max _{s=[0, t]}\left[\psi^{\text {bulk }}(s)\right]
$$

(3.19)
such that equation (3.18) reads:

$$
\begin{equation*}
d=\frac{2 H+\frac{\kappa_{1} d_{n}}{\Delta t}}{2 H+\frac{G_{c}}{l_{0}}+\frac{\kappa_{1}}{\Delta t}} . \tag{3.20}
\end{equation*}
$$

The results are presented in figure 3.1b) - d). Even though history variable $H$ remains constant for a decrease of the strain, damage variable $d$ continues to grow. Therefore, instead of using the history variable $H$, we use an active set method [47] to enforce $\dot{d} \geq 0$ as a constraint (as in [48]).
The part of the system of equations associated with the computation of the damage variable is partitioned into a set $\mathcal{A} \neq\left\{i \mid d<d_{n}\right\}$ with active constraints and with complementary inactive constraint $\mathcal{I}$. Within each Newton iteration, we solve the reduced system of the inactive constraint as follows:

$$
\begin{equation*}
\Delta \underline{d}_{\mathcal{I}}=-\left(\underline{\underline{K}}^{d d}\right)_{\mathcal{I I}}^{-1} \underline{f}_{\mathcal{I}}^{d} \tag{3.21}
\end{equation*}
$$

while setting $\underline{\Delta}_{\mathcal{A}}=0$. The active set $\mathcal{A}$ is updated within each iteration until the constraint is fulfilled at every node. The procedure is detailed in the pseudocode presented in algorithm 1. As can be seen in figure 3.1, the damage stops growing for a decreasing strain using this method.


Figure 3.1: Solutions of a rate-dependent 1-D phase-field model calculated with a history field and a constraint on $\dot{d}$ a) Applied strain over time b) Evolution of the damage variable over time c) Evolution of the stress over time d) Strain-stress response of the system.
: $\mathcal{A}=\emptyset, \mathcal{I}=$ all
while Res $>$ tol do
Assemble $\underline{f}^{d}, \underline{\underline{K}}^{d d} \leftarrow \underline{\mathbf{u}}, \underline{d}^{k-1}, \underline{d}_{n}$
Res $=\left\|\mathbf{f}_{\mathcal{I}}^{d}\right\|$
$\Delta \underline{d}_{\mathcal{I}}^{k}=-\left(\underline{\underline{K}}^{d d}\right)_{\mathcal{I I}}^{-1} \underline{f}_{\mathcal{I}}^{d}$
while $\Delta \underline{d}_{\mathcal{I}}<0$ do
7: $\quad \mathcal{A}=\mathcal{A} \cup\left(\Delta \underline{d}_{\mathcal{I}}<0\right)$
8: $\quad \Delta \underline{d}_{\mathcal{A}}=0$
9: $\quad \mathcal{I}=\mathcal{I} \cap \mathcal{A}$
10: $\quad \Delta \underline{d}_{\mathcal{I}}^{k}=-\left({\underline{\underline{K^{2}}}}^{d d}\right)_{\mathcal{I} \mathcal{I}}^{-1} f_{\mathcal{I}}^{d}$
11: $\quad \underline{d}^{k}=\underline{d}^{k-1}+\Delta \underline{d}^{k}$
12: $\quad k=k+1$
13: Return

### 3.5. Corrector scheme and time adaptivity

As detailed in chapter 3.2, equations (3.1) and (3.4) are solved in the staggered scheme as proposed by [9]. A disadvantage of this approach is a need of a sufficiently small time step. To decrease the calculation time we introduce adaptive time stepping. This reduces or increases the time step depending on the growth of the damage variable from one converged time step to another.
Furthermore, we have incorporated a corrector scheme according to [28] with iterations between the macro- and microforce balance within one time step. This means that for each time step we solve first for the displacements $\underline{\mathbf{u}}^{j}$ ) and then for the damage field $\underline{d}^{j}$, but instead of proceeding to the next time step, we calculate again the displacement field $\underline{\mathbf{u}}^{j+1}$ with the updated damage field $\underline{d}^{j}$. Next, we update damage field $\underline{d}^{j+1}$. The scheme only proceeds to the next time step if the change of the displacement field and damage field from one iteration to the other is smaller than a predefined tolerance. The pseudo code for this scheme is presented in algorithm 2, where $\Delta t_{\text {min }}$ and $\Delta t_{\text {max }}$ denote the limits for the time step size. Note that $A L G O_{D}$ is solved with the active-set method as outlined in algorithm 1.
To highlight the advantage of the scheme, we compare in figure 3.2 the global force response of a single-edge notched tensile test for different time steps. Details of the geometry can be found in figure 4.1a), while the fracture parameters are set to $l_{0}=1.50 \mathrm{~mm}, G_{c}=3.0 \mathrm{~N} / \mathrm{mm}$ and $\eta_{1}=\frac{l_{0}}{G_{c}} \kappa_{1}=0.05$. Further, we set $\Delta t_{\max }=50 \Delta t_{\text {min }}$ and $t o l_{3}=5.0 \cdot 10^{-4}$. The staggered scheme converges for a sufficiently small time step $\Delta t_{\text {min }}$ to a stable solution. By applying the corrector scheme, we can use a substantially larger time step. In combination with the time step adaptivity, the calculation time is approximately reduced by a factor of 6 . Note that we did not use the time step adaptivity for the first three results, but did the simulation with $\Delta t=\Delta t_{\max }$ until $\lambda=1.05$ and then $\Delta t=\Delta t_{\text {min }}$. Therefore, the time step adaptivity not only reduces the computation time but also the required user input, since the timing of the time step change depends on each case.



| $-\Delta \mathrm{t}_{\text {min }}$ | $=0.1 \mathrm{~s}$ |
| ---: | :--- |
| $\Delta \mathrm{t}_{\text {min }}$ | $=0.01 \mathrm{~s}$ |
| $\Delta \mathrm{t}_{\text {min }}$ | $=0.001 \mathrm{~s}$ |
| $---\Delta \mathrm{t}_{\text {min }}$ | $=0.1 \mathrm{~s}+$ Corrector scheme |

Figure 3.2: a) Force to stretch-ratio response for various time steps for a single notch tensile test. The solution converges for a sufficiently small time step. b) Normalized calculation time for various time steps.

First, we calibrate the bulk material parameters. We use the hyperelastic model of [36] with three parameters according to equation (2.10) in combination with two Maxwell-elements [37]. The bulk parameters are identified using the leastsquares method for which the minimization is performed using the Nelder-Mead

b)


Figure 4.1: a) Single-edge notch tensile (SENT) test with crack length $z=20 \mathrm{~mm}$ b) Doubleedge notch tensile (DENT) test with variable crack length $z$. simplex approach in MATLAB [50]. Table 4.1 and figure 4.2 display the bulk parameters and the associated material responses, respectively.

Table 4.1: Identified material parameters for visco-hyperelastic model.

| $C_{1}[M P a]$ | $C_{2}[M P a]$ | $C_{2}[M P a]$ |
| :---: | :---: | :---: |
| 0.9600 | 0.0430 | $6.316 * 10^{-06}$ | | $\beta_{1}[-1)$ | $\beta_{2}[-]$ | $\tau_{1}[s]$ | $\tau_{2}[s]$ |
| :---: | :---: | :---: | :---: |
| 0.40642 | 0.0284 | 4.9776 | 449.3075 |



Figure 4.2. Uniaxial tensile test results: Averaged experimental results and material model responses for 3 clamp velocities after the bulk parameters are identified. All tests are performed at $20^{\circ} \mathrm{C}$ and at least 5 samples were tested per clamp velocity. The zoom in the right-bottom corner shows the result for a clamp velocity of $0.0056 \mathrm{~s}^{-1}$.

### 4.3. Identification of phase-field damage parameters

The fracture parameters are identified using the force-displacement response of the SENT tests (figure 4.1) with an initial crack length of 20 mm and the DENT test with an initial crack of 7 mm . Measurements are recorded during the SENT tests with clamp velocities of $25 \mathrm{~mm} / \mathrm{min}$ (test data $y_{k, 25 \mathrm{mes}}$ ) and $200 \mathrm{~mm} / \mathrm{min}$ ( $y_{k, 200 \mathrm{mes}}$ ) and during the DENT test with a clamp velocity of $75 \mathrm{~mm} / \mathrm{min}$ $\left(y_{k, 75 \mathrm{mes}}\right)$. Lastly, we include the local strains in front of the crack tip measured via DIC ( $y_{k, 25 \text { mesDIC }}$ ). The local strains are measured at a global displacement of 10.5 mm , which is the point of crack nucleation in our experiments. By application of the least squares method, we define the residual to be minimized:

$$
\begin{align*}
R E S & =w\left(\sum_{k=1}^{n_{m e s 25}}\left(\frac{y_{k, 25 m e s}-y_{k, 25}}{y_{k, 25 m e s}}\right)^{2}+\sum_{k=1}^{n_{m e s} 200}\left(\frac{y_{k, 200 m e s}-y_{k, 200}}{y_{k, 200 m e s}}\right)^{2}\right. \\
& \left.+\sum_{k=1}^{n_{m e s} 75}\left(\frac{y_{k, 75 m e s}-y_{k, 75}}{y_{k, 75 m e s}}\right)^{2}\right) \\
& +(1-w) \sum_{k=1}^{n_{m e s} 25 D I C}\left(\frac{y_{k, 25 m e s D I C}-y_{k, 25 D I C}}{y_{k, 25 m e s D I C}}\right)^{2} \tag{4.1}
\end{align*}
$$

where subscript mes denotes experimentally measured values. The scalar $w=$ 0.25 is introduced to weigh the force-displacement results with respect to the measured local strains. The minimization of the residual is performed using a genetic algorithm [51] and the identified fracture parameters are presented in table 4.2.

Table 4.2: Identified fracture parameters for degradation function $g_{d, 1}=(1-d)^{2}$.

| $G_{c}[\mathrm{~N} / \mathrm{mm}]$ | $l_{0}[\mathrm{~mm}]$ | $\eta_{1}[-]$ |
| :---: | :---: | :---: |
| 7.819 | 0.55040 | 0.10610 |

### 4.3.1. Single-edge notch tensile tests

In this subsection, we show the experimental and numerical results of the cases used to calibrate the fracture parameters. The results for the DENT test with an initial crack $z=7 \mathrm{~mm}$ and a clamp velocity of $75 \mathrm{~mm} / \mathrm{min}\left(y_{k, 75 \mathrm{mes}}\right)$ are presented in section 4.7.1 (figure 4.14b).
The evolution of the phase-field parameter $d$ and therefore the crack propagation for the SENT test is shown in figure 4.3. By omitting elements with an average damage variable $d_{\text {average }}>0.95$, the crack is made visible.

$\lambda=1.1374$

$\lambda=1.2258$

$\lambda=1.2689$

$\lambda=1.2706$

Figure 4.3: SENT test with initial crack size $z=20 \mathrm{~mm}$ and clamp velocity $25 \mathrm{~mm} / \mathrm{min}$ : Numerically predicted crack growth over stretch ratio $\lambda$.

Next, we compare the force to stretch ratio response for a clamp velocity of $25 \mathrm{~mm} / \mathrm{min}$ and $200 \mathrm{~mm} / \mathrm{min}$. As can be seen in figure 4.4 , the model is clearly capable of tracking the increase of the maximum tearing force for an increase
of the clamp velocity. ${ }^{8}$
The experimental results for both velocities are compared to the numerical results in figure 4.5 and we observe a sufficiently accurate agreement.



Figure 4.4: SENT test: Tearing force to stretch ratio for loading rates $25 \mathrm{~mm} / \mathrm{min}$ and $200 \mathrm{~mm} / \mathrm{min}$. The circles highlight the specific points at which we plot the damage variable in figure 4.3.

By application of the DIC technology, we were able to measure local strains near the crack tip. In figure 4.6 we compare the strains in the $y$-direction at a

[^1] tearing force. This kink is not observed in our experiments (figure 4.5). By tweaking our material parameters we could design a smooth force response. In detail, we could either increase the length-scale $l_{0}$, reduce the fracture toughness $G_{c}$, use a Neo-Hookean hyperelastic material model, or increase or decrease rate-dependency $\left(\eta_{1}, \tau_{\alpha}, \beta_{\alpha}\right)$. To the best of the authors' knowledge, this problem has not been reported before. [20] and [52] have investigated a SENT specimen with a higher-order hyperelastic material model [53] and rate-independent phase-field damage model. However, this kink was not occurring close to the maximum tearing force, but at a later stage, and they did not comment on it. We decide not to tweak the material parameters and postpone an investigation to a later work.


Figure 4.5: SENT test: Numerical and experimental results a) Force to stretch-ratio response for $25 \mathrm{~mm} / \mathrm{min}$. b) Force to stretch-ratio response for $200 \mathrm{~mm} / \mathrm{min}$.
global displacement of 10.5 mm . To better quantify the results we look at two paths, denoted by $x$ and $y$ in figure 4.6. The experimental and numerical results of these paths are plotted in figure 4.7. Comparing the size of the process zone, id est the region of large deformation, the accurate fit supports our identified value of the length scale parameter.

### 4.4. Influence of degradation function $g_{d}$

As shown in [54] and [55], the degradation function impacts the results and may be tailored to fit experimental measurements. Therefore, we also investigate the responses for the following two degradation functions: $g_{d, 2}=(1-d)^{3}$ and $g_{d, 3}=m\left[(1-d)^{3}-(1-d)^{2}\right]+3(1-d)^{2}-2(1-d)^{3}$. These degradation functions, together with the quadratic degradation function $g_{d, 1}=(1-d)^{2}$, are presented in figure 4.8a). The cubic degradation function makes the damage grow faster than the original quadratic degradation function and the combined one makes the damage grow slower. Figure 4.8 b ) shows the material responses of a 1D
 Figure $4.6:$ a) Numerically predicted Green-Strain Eyy. The lines $x$ and $y$ indicate the path
along which we plot in figure 4.7 the strains. Additionally the y-direction is corresponding along which we plot in figure 4.7 the strains. Additionally, the $y$-direction is corresponding with the y-path. b) Green-Strain Eyy measured via DIC.
bar with Young's modulus $E=2000 M P a$, length-scale $l_{0}=0.1 \mathrm{~mm}$, viscosity $\kappa_{1}=0$ and fracture toughness $G_{c}=2 N / m m$. The combined quadratic, cubic degradation function clearly results in a nearly linear-elastic behavior before the onset of failure. The failure response itself is substantially more brittle than for the two other degradation functions. The responses for the other two degradation functions show that the onset of failure does not correspond to the maximum stress. The cubic degradation function furthermore results in a more ductile response than the quadratic one.
The identified fracture parameters for the degradation functions $g_{d, 2}$ and $g_{d, 3}$ are summarized in tables 4.3 and 4.4, respectively. Since the residual with the quadratic degradation function is the smallest, which is graphically illustrated for the SENT test at $25 \mathrm{~mm} / \mathrm{min}$ in figure 4.9, we select the quadratic one. For the interested reader, we have included the results for degradation functions $g_{d, 2}$ and $g_{d, 3}$ for the SENT test at $200 \mathrm{~mm} / \mathrm{min}$ and for the DENT tests in Appendix A.
Interestingly, we observe that the length scale parameter is of the same order of magnitude for all degradation functions $\left(l_{0} \approx 0.55 \mathrm{~mm}\right)$. This strengthens the theory that the length scale parameter is indeed a parameter that depends on


Figure 4.7: Comparison of experimental and numerical local Green-Strain Eyy: a) Local strains for path x b) Local strains for path y .

374 the microstructure of the material.



$$
\begin{aligned}
& -g_{\mathrm{d}, 1}=(1-\mathrm{d})^{2} \\
& \mathrm{~g}_{\mathrm{d}, 2}=(1-\mathrm{d})^{3} \\
& \mathrm{~g}_{\mathrm{d}, 3}=\mathrm{m}\left[(1-\mathrm{d})^{3}-(1-\mathrm{d})^{2}\right]+3(1-\mathrm{d})^{2}-2(1-\mathrm{d})^{3}
\end{aligned}
$$

Figure 4.8: a) Evolution of the degradation functions for damage variable $d \in[0,1]$ b) Stressstrain response for a linear elastic 1D case.

Table 4.3: Identified fracture parameters for degradation function $g_{d, 2}=(1-d)^{3}$.

| $G_{c}[\mathrm{~N} / \mathrm{mm}]$ | $l_{0}[\mathrm{~mm}]$ | $\eta_{1}[-]$ |
| :---: | :---: | :---: |
| 12.31 | 0.564 | 0.0766 |

Table 4.4: Identified fracture parameters for degradation function $g_{d, 3}=m\left[(1-d)^{3}-(1-\right.$ $\left.d)^{2}\right]+3(1-d)^{2}-2(1-d)^{3}$.

| $G_{c}[\mathrm{~N} / \mathrm{mm}]$ | $l_{0}[\mathrm{~mm}]$ | $\eta_{1}[-]$ |
| :---: | :---: | :---: |
| 4.426 | 0.693 | 0.0651 |



$$
\begin{aligned}
& =\begin{array}{l}
\mathrm{g}_{\mathrm{d}, \mathrm{l}}=(1-\mathrm{d})^{2} \\
\mathrm{~g}_{\mathrm{d}, 2}=(1-\mathrm{d})^{3} \\
=\mathrm{g}_{\mathrm{d}, 3}=\mathrm{m}\left[(1-\mathrm{d})^{3}-(1-\mathrm{d})^{2}\right]+3(1-\mathrm{d})^{2}-2(1-\mathrm{d})^{3} \\
\text { Measurements }
\end{array} \\
& \hline
\end{aligned}
$$

Figure 4.9: SENT responses $(25 \mathrm{~mm} / \mathrm{min})$ for the three degradation functions together with the experimental data.

### 4.5. Interpretation of length scale $l_{0}$

Optimization with genetic algorithm leads to a length scale parameter $l_{0}=$ 0.55 mm . First, to validate that the length scale is not a solution of the grid size, we study in figure 4.10 the influence of the spatial discretization on the results. We see that the maximum force, as well as the local strains, do not depend on the mesh.


Figure 4.10: SENT test $25 \mathrm{~mm} / \mathrm{min}$ : Comparison of three different mesh sizes $h$ : a) Maximum tearing force b) Local strains Eyy for path x.

The EPDM rubber we use is reinforced with carbon particles. Consequently, we consider the microstructure of the rubber as a composite made of a polymer matrix and rigid carbon particles. Applying a high strain to this composite, debonding of the polymer matrix from the particles was observed [35]. We assume that the high local strains in front of the crack tip lead to debonding in a finite region. The resulting microcracks are then quantified in our model with a growth of the damage variable $d$ (figure 4.11).

The average diameter of carbon particle agglomerates in our rubber is $15 \mu \mathrm{~m}$, but they can be as large as $50 \mu m$. Estimating that debonding occurs at several agglomerates in parallel, we argue that a length scale parameter of 0.55 mm is


Figure 4.11: Due to many small inclusions, we expect debonding and subsequently microcracks to occur at a finite distance to the crack tip.
 the first (2.1) and second law of thermodynamics (2.28), the energetic signature of the SENT test is shown in figure 4.12 for a clamp velocity of $25 \mathrm{~mm} / \mathrm{min}$ and in figure 4.13 for $200 \mathrm{~mm} / \mathrm{min}$. The maximum relative error of the external power and the sum of the internally stored and dissipated energy is
$e r r_{25}=\max \left(\frac{\sum(E+D)-P^{e x t}}{P^{e x t}}\right)=0.0052$ for $25 \mathrm{~mm} / \min$ and $e r r_{200}=0.0022$ for $200 \mathrm{~mm} / \mathrm{min}$. Since the error is small, we consider the balance of mechanical energy fulfilled.
Note that we are only able to calculate the sum:

$$
D^{v i s c}+E^{v i s c}=g_{d} \sum_{\alpha=1} \int \mathbf{Q}_{\alpha}: \dot{\mathbf{F}} d t
$$

because the material model of [37] does not include a split of the deformation tensor into an elastic and inelastic part. For clamp velocity $200 \mathrm{~mm} / \mathrm{min}$, a slight decrease of the sum $D^{v i s c}+E^{v i s c}$ is observed after reaching the maximum tearing force. $D^{v i s c}$ can be seen as the dissipated energy in the dashpot (see figure 2.2), while $E^{v i s c}$ is the stored energy in the spring in series to the dashpot. Especially for fast loading, such as $200 \mathrm{~mm} / \mathrm{min}$, the dashpot has no time to relax so that the energy stored in the spring is high. Therefore, we conclude that sum $D^{v i s c}+E^{v i s c}$ decreases due to the degradation of $E^{\text {visc }}$ while $\dot{D}^{\text {visc }} \geq 0$. Since dissipation due to crack growth ( $D^{\text {crack }}$ and $\left.D^{\text {visc,crack }}\right)$ is increasing for the entire loading process, the second law of thermodynamics is fulfilled. Further, we want to highlight that most of the viscous dissipation is caused by the bulk $D^{\text {visc }}$, and not by viscous crack resistance $D^{\text {visc,crack }}$. This shows the necessity to not only include the time and rate-dependency in the damage evolution, but also in the constitutive bulk response.



Figure 4.12: SENT test $25 \mathrm{~mm} / \mathrm{min}$ : Energy of the system

$=\mathrm{P}^{\text {ext }}$
$=\mathrm{E}^{\text {elas }}$
$=\mathrm{E}^{\text {res }}$
$-=-\mathrm{E}^{\text {visc }}+\mathrm{D}^{\text {visc }}$
$---\mathrm{D}^{\text {visc }, \text { crack }}$
$=-=\mathrm{E}^{\text {elas }}+\mathrm{E}^{\text {res }}+\mathrm{E}^{\text {visc }}+\mathrm{D}^{\text {visc }}+\mathrm{D}^{\text {crack }}+\mathrm{D}^{\text {visc,crack }}$

Figure 4.13: SENT test $200 \mathrm{~mm} / \mathrm{min}$ : Energy of the system

### 4.7. Validation

In this subsection, we use the optimized set of material parameters (table 4.2) and perform additional validation tests with different geometries and loading rates.
4.7.1. Double-edge notch tensile test with variable initial crack length

First, we investigate the DENT test, as depicted in figure 4.1, and change the initial crack size. This experiment was first reported by [59] and later used by others ([1], [19],[20]) to validate damage models for rubber. We have repeated these experiments for our EPDM rubber with a crack size $z=[3 \mathrm{~mm} ; 5 \mathrm{~mm} ; 7 \mathrm{~mm} ; 9 \mathrm{~mm}]$ and a clamp velocity of $75 \mathrm{~mm} / \mathrm{min}$. In figure 4.14 we present the measured and calculated force to stretch ratio response for all crack sizes. We observe a good agreement between the experimental data and computed predictions. Although the maximum stretch is slightly underestimated for all initial crack lengths, the maximum tearing force is accurately predicted.

### 4.7.2. Double-edge notch tensile test with variable loading rate

Next, we continue with an initial crack length of $z=7 \mathrm{~mm}$ and change the loading rate [25 .. $200 \mathrm{~mm} / \mathrm{min}]$ for the DENT test (figure 4.15). The experimentally observed increase of the maximum tearing force is successfully captured by the proposed model.


Figure 4.14: DENT test: Numerical and experimental force to stretch ratio response for a clamp velocity $75 \mathrm{~mm} / \mathrm{min}$. a) Initial crack length $z=9 \mathrm{~mm}$ b) Initial crack length $z=7 \mathrm{~mm}$ c) Initial crack length $z=5 \mathrm{~mm}$, d) Initial crack length $z=3 \mathrm{~mm}$.


Figure 4.15: DENT tests: Numerically predicted and experimentally observed maximum tearing force (initial crack length $z=7 \mathrm{~mm}$ ) for different loading rates.

### 4.7.3. Multi-notch tensile test

The last geometrical set up includes three initial cracks (see figure 4.16), which coalesce during elongation. This example highlights the capabilities of the phase-field damage method to track complex crack patterns. Comparing figures 4.16 a) and b), we see that the numerical predicted crack path matches with the one observed in the experiment. Furthermore, we see in figure-4.17 an acceptable match of the experimental force to stretch ratio responses.


Figure 4.16: Multi notch tensile test; a) Numerically predicted crack path. b) Crack in the experiment.
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leading to a displacement $u_{y, 65 N}$ at time $t=0 s$. The model, as can be seen in figure 4.18, predicts the time to failure accurately.


Figure 4.17: Multi notch tensile test: Numerically predicted and experimentally measured force to stretch ratio response, clamp velocity: $25 \mathrm{~mm} / \mathrm{min}$.




Figure 4.18: DENT creep test: a) Applied force over time b) Numerically predicted and experimentally measured displacement ratio $\frac{u_{y}}{u_{y, 65 \mathrm{~N}}}$ over time for a constant force of 65 N .

## 5. Concluding remarks

A rate-dependent phase-field damage model is introduced. We have included the rate-dependency in the damage formulation as well as in the constitutive behavior of the bulk. The bulk response is modeled with a reduced polynomial hyperelastic material model with three parameters [36] and the bulk's viscost ity is incorporated according to [37]. The material parameters for the bulk are calibrated with uniaxial tensile tests, while the fracture parameters are obtained from single and double-edge tensile tests with different clamp velocities. Capturing local strains near the crack tip with digital image correlation has allowed us to identify the length scale parameter. We have also assessed three different degradation functions and have observed that the quadratic one fits the experimental data best. The presented validation cases, which are true predictions, have shown amongst others that the model is capable to accurately predict the time to failure for a creep test. Future work may extend the model to incorporate temperature dependency and fatigue damage.

## Appendix A. Results degradation function $g_{d, 2}$ and $g_{d, 3}$

In this appendix, we present the results for of the SENT test with an initial crack length $z=20 \mathrm{~mm}$, as depicted in figure 4.1a), for a loading rate of $25 \mathrm{~mm} / \mathrm{min}$ and $200 \mathrm{~mm} / \mathrm{min}$. Subsequently, the results of the DENT test (figure 4.1b) for clamp velocity $75 \mathrm{~mm} / \mathrm{min}$ and varying crack size $z=[3 \mathrm{~mm} ; 5 \mathrm{~mm} ; 7 \mathrm{~mm} ; 9 \mathrm{~mm}]$ are plotted, as well as the results for the DENT test with fixed crack length $z=$ 7 mm and varying clamp velocity. At first, we show the result for the degradation function $g_{d, 2}$ (figure A.1, A. 2 and A.3), then the results for degradation function $g_{d, 3}$ (figure A.4, A. 5 and A.6).



| FEM $200 \mathrm{~mm} / \mathrm{min}$ |
| :---: |
| Measurements |
| $200 \mathrm{~mm} / \mathrm{min}$ |

Figure A.1: SENT test for degradation function $g_{d, 2}$ : Numerical and experimental results a) Force to stretch-ratio response for $25 \mathrm{~mm} / \mathrm{min}$. b) Force to stretch-ratio response for $200 \mathrm{~mm} / \mathrm{min}$.


Figure A.2: DENT test for degradation function $g_{d, 2}$ : Numerical and experimental force to stretch ratio response for a clamp velocity $75 \mathrm{~mm} / \mathrm{min}$. a) Initial crack length $z=9 \mathrm{~mm}$ b) Initial crack length $z=7 \mathrm{~mm}$ c) Initial crack length $z=5 \mathrm{~mm}$, d) Initial crack length $z=3 m m$.


Figure A.3: DENT tests for degradation function $g_{d, 2}$ : Numerically predicted and experimentally observed maximum tearing force (initial crack length $z=7 \mathrm{~mm}$ ) for different loading





| FEM $200 \mathrm{~mm} / \mathrm{min}$ |
| :---: | :---: |
| Measurements |
| $200 \mathrm{~mm} / \mathrm{min}$ |

Figure A.4: SENT test for degradation function $g_{d, 3}$ : Numerical and experimental results a) Force to stretch-ratio response for $25 \mathrm{~mm} / \mathrm{min}$. b) Force to stretch-ratio response for $200 \mathrm{~mm} / \mathrm{min}$.)


Figure A.5: DENT test for degradation function $g_{d, 3}$ : Numerical and experimental force to stretch ratio response for a clamp velocity $75 \mathrm{~mm} / \mathrm{min}$. a) Initial crack length $z=9 \mathrm{~mm}$ b) Initial crack length $z=7 \mathrm{~mm}$ c) Initial crack length $z=5 \mathrm{~mm}$, d) Initial crack length $z=3 m m$.


Figure A.6; DENT tests for degradation function $g_{d, 3}$ : Numerically predicted and experimentally observed maximum tearing force (initial crack length $z=7 \mathrm{~mm}$ ) for different loading
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