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#### Abstract

One of the purposes of this thesis is to use Malliavin calculus and Stochastic Taylor expansions to study the densities of interacting systems of stochastic differential equations (SDE), seen as projections of SDE onto a low-dimensional space, and to control the dependence of the constants on the dimension of the background space. The setting includes time-dependent SDE and a relatively large class of path-dependent SDE. Several results also shed light even on the classical theory of SDE in $\mathbb{R}^{n}$, independently of the control on the constants.

In Part 1, assuming the system satisfies suitably defined projected equivalents of the classic ellipticity or weak Hörmander conditions, we prove Gaussian estimates in terms of the Euclidean distance where, provided natural assumptions, for a fixed target-space dimension, the constants depend polynomially on the background dimension, and, in the elliptic case, on the number of driving Brownian motions.

In Part 2, we first define suitable generalisations of (time-dependent) control distances and prove Kusuoka-Stroock type results without control on the constants. In particular, we obtain a time-dependent extension of a result of Léandre about SDE with non-trivial drifts, i.e., drifts which are not uniformly contained in the span of the other vector fields.

Then, we introduce a condition which we call the 'Progressive Hörmander condition' and prove similar control-type estimates valid under this assumption, with polynomial control on the growth of the constants with background space dimension. The condition is of independent interest in the study of SDE on $\mathbb{R}^{n}$, and shows the connection between the classic works of Ben Arous, Kusuoka, Léandre and Stroock, and the more recent works of Bally, Caramellino, Delarue, Menozzi and Pigato. To main technique required is the study of density and scaling properties of some careful choice of linear combinations of terms of the signature of the driving path.

In Part 3, we introduce a stricter condition called the 'separated progressive Hörmander condition', and prove lower bounds and local strict positivity under this assumption. (By 'local' we mean local around the solution of the deterministic ODE driven by a null control, rather than local round the initial point.) The main technical difficulty is the identification of points contained in the interior of the support of the log-signature ${ }^{1}$ of the path in $\mathbb{R}^{d+1}$ composed of $d$ Brownian motions and a deterministic linear component.

The purpose of Part 4 is to use some results and techniques of the rest of the thesis to prove extensions of a theorem of Löcherbach about uniformly elliptic interacting branching diffusions.


[^0]
## Introduction and main results

The purpose of this thesis is to prove bounds for the densities of low-dimensional quantities relative to solutions to high-dimensional (possibly degenerate, non-Hörmander) SDE satisfying either a modified form of ellipticity defined directly on the target space or a modified form of the weak Hörmander condition defined directly on the target space.

More specifically, let $\sigma^{0}, \sigma^{1}, \ldots, \sigma^{d}$ be sufficiently smooth vector fields on $\mathbb{R}^{m}$, and let $X$ be the solution to the following Stratonovich SDE:

$$
d X_{t}=\sum_{i=1}^{d} \sigma^{i}\left(X_{t}\right) \circ d W_{t}^{i}+\sigma^{0}\left(X_{t}\right) d t
$$

with initial condition $X_{0}=x$, where $W_{t}$ is a $d$-dimensional Brownian motion. Let $F: \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$ be a function that sends $X$ to some smaller-dimensional space $\mathbb{R}^{n}$ (the initial space $\mathbb{R}^{m}$ is called the background space, and $\mathbb{R}^{n}$ the target space). Write $Y_{t}=F\left(X_{t}\right)$. We call the ordered list $(x, \sigma, F)$ a random $S D E$ system or simply system. We are interested in bounds on the density of $Y_{t}$ in the target space (when this density exists). For all of the introduction and most of the thesis, we assume that $F$ is linear.

The above model includes interacting systems of SDE, SDE with time-dependent coefficients, as well as a large class of SDE with path-dependent coefficients. Indeed, it is now understood (cf. [12, 27]) that reasonable paths are determined up to tree-like equivalence by the integrals of arbitrary functionals along it. The above setting allows for the possibility of including a finite number of integrals of functionals as elements of the background space.

Several results appear to be new even in the traditional setting of an SDE on $\mathbb{R}^{n}$.
Literature review: what is known about the case of a single SDE in $\mathbb{R}^{n}$ (i.e. $F=\mathrm{Id}$ ).
In this case, local integrability in space-time has previously been achieved by Gaussian bounds of the form

$$
p_{t}(x, y) \leq C \frac{e^{-\frac{|y-x|^{2}}{M t}}}{t^{\frac{n}{2}}}
$$

in the elliptic case (cf. [36]) and by bounds in terms of the control distance of the following form:

$$
p_{t}(x, y) \leq C \frac{e^{-\frac{d(x, y)^{2}}{M t}}}{\left|B_{d}(x, \sqrt{t})\right|}
$$

in [37] (or see [13] for an analytic approach) in the strong Hörmander case with a drift uniformly inside the span of the diffusion vector fields. In the case of weak Hörmander with arbitrary drift, there is of course the following Gaussian bound (proved in [36]):

$$
p_{t}(x, y) \leq C \frac{e^{-\frac{|y-x|^{2}}{M t}}}{t^{\frac{\nu}{2}}}
$$

where $\nu$ is some number greater than the dimension and the order of hypoellipticity. This bound is not sharp, and indeed not even integrable in space-time.

Some work has been done on providing sharper bounds in the context of weak Hörmander with non-trivial drift. It has been achieved locally by Léandre in [39], where a bound of the following
form is shown

$$
p_{t}(x, y) \leq \frac{C}{\left|B_{d_{t}}(x, \sqrt{t})\right|}
$$

where $d_{t}$ is some natural time-dependent control 'distance'. Before that, asymptotic estimates have been obtained by Ben Arous in [1]. More asymptotic results are provided in [38].

For lower bounds, the classical result is

$$
p_{t}(x, y) \geq C \frac{e^{-d(x, y)^{2} / M t}}{\left|B_{d}(x, \sqrt{t})\right|}
$$

in [37], valid only for trivial drifts (i.e. assuming the drift is uniformly contained in the span of the diffusion vector fields): It is well known that the densities of solution to weak-Hörmander SDE with non-trivial drifts can fail to have full support (cf. example 10.1.1). Finding the precise, most general set of conditions on $\sigma$ required to guarantee strict positivity in a weak Hörmander setting is a difficult open problem.

Other works that examine positivity for elliptic SDE from a theoretical point of view include [5], [3], etc. In [34], the author defines a notion of 'elliptic random variable' further than the concept of solutions to SDE, and proves the positivity of the density for such random variables. Other relevant work includes the analysis of the strict positivity of densities of solutions to equations of the form $d X_{t}=\sigma d W+B\left(X_{t}\right) d t$ where $\sigma$ is constant and $B$ is polynomial, satisfying modified versions of the Hörmander condition in [28, 33].

The strict positivity of the density is also known for certain specific classes weak Hörmander SDE, for instance, in [30], strict positivity is established for an SDE arising from the modeling of Neurons (see [30]).

There has been renewed interest in proving (non-Euclidean) upper and lower bounds for densities of SDE satisfying the weak Hörmander condition, with particular emphasis on expressing the distance in the exponential in concrete and simple ways that emphasise scaling properties: two-sided estimates have been obtained in $[\mathbf{5 0}, \mathbf{6}, \mathbf{2 0}]$ in the following particular cases:
(1) 'Weak Hörmander of order three' (with our terminology), with an additional 'geometric condition on the variance' assumption, locally ([50]).
(2) A chain of SDE with only the first SDE involving Brownian motions and the other equations only having a drift depending on the previous SDE (globally in [20] and then locally with sharper constants in [50] Chapter 3, section 3.5)
(3) Strong (time-dependent) Hörmander of order 2, locally, in [8] and [50] (Chapter 4).

For time-dependent coefficients, the existence and smoothness of densities, as well as bounds of the form

$$
p_{t}(x, y) \leq C \frac{e^{-\frac{|y-x|^{2}}{M t}}}{t^{\frac{\nu}{2}}}
$$

are known, cf. [15], [53], [17], and integrable upper bounds are known under Hörmander of order 2 from $[8,9]$.

## The Löcherbach problem

In [42], Löcherbach considers the following model (which is a generalisation of the model where particles are independent, considered by Bally and Löcherbach in [10]):

Particles are born in $\mathbb{R}^{n}$ following a Poisson process with known intensity measure, particles die or split into two at a Poisson rate that depends on the position of all particles, and for a fixed total number $l$ of particles, the positions $\xi^{i}$ of the $l$ particles $(i=1, \ldots, l)$ evolve according to the following interacting system of SDE (here $\xi$ is the total configuration of all particles, $\xi=$ $\left.\left(\xi^{1}, \xi^{2}, \ldots, \xi^{l}\right)\right)$ :

$$
d \xi_{t}^{i}=\sigma^{i}\left(\xi^{i}, \xi\right) d W_{t}^{i}
$$

where the $W^{i}$ are (independent) $d$-dimensional Brownian motions. Under smoothness, boundedness, subcriticality, and uniform ellipticity conditions, the author obtains the existence and continuity of a density for the invariant measure. The main technical step of the proof is to obtain a
bound of the form

$$
p_{t}^{i}(\xi, y) \leq C \frac{e^{-\frac{|y-x|^{2}}{M t}}}{t^{\frac{n}{2}}}
$$

where $p_{t}^{i}(\xi, y)$ is the density of the position of particle $\xi^{i}$ at time $T+t$ conditionally given that there is a jump (i.e. either an immigration, death or branching event) at time $T$ and no jump between $T$ and $T+t$, with the complete position of all particles at time $T$ being given by $\xi$. The final argument then relies on the local space-time integrability of the estimate and on the fact that the constants involved depend polynomially on the number of particles.

## Our contributions: Description of Part 1, and motivation for Parts 2 and 3

It is a fact not usually explicitly stated, but following easily by inspection of classic proofs, that the constants in traditional Gaussian upper bounds on solutions to SDE satisfying the Hörmander condition only depend on the following finite number of real quantities:

- the bounds on the derivatives of the driving vector fields;
- the order at which the Hörmander condition holds;
- the Hörmander constant;
- the number of driving vector fields and corresponding Brownian motions;
- the dimension of the ambient space,
i.e., the bounds do not actually depend on the fine structure of the driving vector fields or the sub-Riemannian metric which they induce.

For systems, another relevant quantity is the dimension of the background space. In this work, one particular aim is, in the framework of systems, to reproduce the SDE results under the weaker degeneracy assumptions defined directly on the target space, and to control the dependence of the constants on the dimension of the background space and (in the elliptic case) on the number of Brownian Motions. In many cases this can be a highly non-trivial task.

We will define the following notion of projected weak Hörmander constant $H_{L}$ of order $L$ directly on the target space:

Definition. The weak Hörmander $H_{L}$ constant at $x$ of order $L$ of the system $(x, \sigma, F)$ is defined as

$$
H_{L}:=\min \left(1, \inf _{\substack{v \in \mathbb{R}^{n} \\|v|=1}} \sum_{\substack{|\alpha| \leq L \\ \alpha \neq(\alpha) \neq 0}}\left\langle d F . \sigma^{[\alpha]}, v\right\rangle^{2}\right) .
$$

(Here $\sigma^{[\alpha]}$ denotes the iterated brackets of $\sigma$ following the multi-index $\alpha$ and $|\alpha|$ is the order of the multi-index $\alpha$, where drift components are counted twice, see thesis for precise definitions.) The ellipticity constant of a system is the weak-Hörmander constant of order 1 . A system is ' $\left(L, H_{L}\right)$ weak Hörmander at $x$ ' if its weak Hörmander constant at $x$ of order $L$ is greater than $H_{L}$.

Remark 0.0.1. It is possible for a system to be $\left(L, H_{L}\right)$ weak Hörmander, whilst the background SDE is only $\left(L^{\prime}, \epsilon\right)$-weak Hörmander, with $L^{\prime}$ arbitrarily larger than $L$ and $\epsilon$ arbitrarily smaller than $H_{L}$. This is another reason why estimates with any control on the constants behave better than estimates obtained through the estimation of the density of the background process in its intrinsic space.

We also define the following quantity $G$ (relative to the orders $(L, g)$ ) which we call the 'tension', and corresponds to boundedness assumptions:

Definition. The tension of order $(L, g)$ of a system $(x, \sigma, F)$ is defined (when $F$ is linear) as

$$
G=\sup _{x \in \mathbb{R}^{m}} \sup _{\substack{v \in \mathbb{R}^{m} \\|v|=1}} \sum_{|\alpha| \leq L}\left\langle\sigma^{\alpha}, v\right\rangle^{2}
$$

$$
+\sup _{v \in \mathbb{R}^{m},|v|=1} \sup _{\substack{ \\o \leq g}} \sup _{\substack{w \in\left(\mathbb{R}^{m}\right) \otimes o \\ \forall i, w^{i} \mid=1}} \sum_{k=0}^{d}\left\langle\frac{\partial^{o} \sigma^{k}}{\Pi \partial w^{i}}, v\right\rangle^{2}+|d F|^{2}+1
$$

where $|d F|^{2}$ denotes the squared operator norm of $d F$, not the Frobenius norm, and $\sigma^{\alpha}$ denotes iterated derivatives of $\sigma$ following the multi-index $\alpha$, see thesis for precise definition.

A system is said to be $(L, g, G)$-tense if its $(L, g)$-order tension is less than $G$.
Constants which, for fixed $n, L, g$, do not depend at all on $m$ or $d$, and depend polynomially on $H_{L}, G$, will be called proper constants.

Constants which, for fixed $n, L, g, d$, depend polynomially on $m, G, H$ will be called polynomial constants.

Constants which, for fixed $n, L, g$, depend polynomially on $d, m, G, H$ will be called strongly polynomial constants.

REMARK 0.0.2. It is now clear to us that this definition of $G$ is not optimal except for deterministic purposes. Research on better control of the constants in probabilistic results with a different definition of $G^{2}$ is ongoing.

The main aims of Part 1 of this thesis are to show the following:

- If $(x, \sigma, F)$ is a uniformly $(1, g, G)$-tense, uniformly $H$-elliptic system, and $g$ is large enough $(g \geq n+N)$, there exist strongly polynomial constants $C, M, D$ such that for any $t \leq D, Y_{t}$ admits a density $p_{t}(x, y)$ satisfying, for all $N \leq g-3-n$, and any unit $v_{1}, v_{2}, \ldots, v_{N}$

$$
\left|\frac{\partial^{N} p_{t}(x, y)}{\partial v_{1} \partial v_{2} \ldots \partial v_{N}}\right| \leq C \frac{\exp \left(\frac{-|F . x-y|^{2}}{M t}\right)}{t^{\frac{n+N}{2}}}
$$

cf. Theorem 4.3.2. See also extension 4.3.3 for better control on the constants.

- If $\mathcal{A}$ is a uniformly $(L, g, G)$-tense, uniformly $\left(L, H_{L}\right)$-weak Hörmander system, and $g \geq n+3$, there exist both polynomial constants $C, M, D$ such that for any $t \leq D, Y_{t}$ admits a density $p_{t}(x, y)$ satisfying, for all $N \leq g-3-n$, and any unit $v_{1}, v_{2}, \ldots v_{N}$

$$
\left|\frac{\partial^{N} p_{t}(x, y)}{\partial v_{1} \partial v_{2} \ldots \partial v_{N}}\right| \leq C \frac{\exp \left(\frac{-|F \cdot x-y|^{2}}{M t}\right)}{t^{(n+N) 2^{4 L}}}
$$

cf. Theorem 4.4.2.
The above theorems represent motivation for the rest of the thesis and show that defining hypoellipticity and ellipticity directly in the target space and in terms of the projected vector fields is enough to ensure the existence of a density worthy of further study.

Similarly to the classical situation, those bounds are also the first technical step towards attempts to show the more challenging estimates in Part 2.

As mentioned in the literature review, it was also proved in [37] that drift-free Stratonovich SDE satisfying the Hörmander condition uniformly admit bounds of the form

$$
p_{t}(x, y) \leq C \frac{e^{-\frac{d(x, y)^{2}}{M t}}}{\left|B_{d}(x, \sqrt{t})\right|}
$$

where $d$ is the Carnot-Carathéodory distance. This motivates the following question:

$$
\begin{aligned}
& { }^{2} \text { A reasonable candidate is } \\
& \qquad G=\sup _{v \in \mathbb{R}^{m},|v|=1} \sup _{o \leq g} \sum_{\substack{w \in\left(\mathbb{R}^{m}\right) \otimes o \\
w^{i} \in B}} \sum_{k=0}^{d}\left\langle\frac{\partial^{o} \sigma^{k}}{\Pi \partial w^{i}}, v\right\rangle^{2}+|d F|^{2},
\end{aligned}
$$

where $B$ is an orthonormal basis of $\left(\mathbb{R}^{m}\right)^{\otimes o}$

Question 0.0.3. Define a function

$$
d: \mathbb{R}^{m} \otimes \mathbb{R}^{n} \rightarrow \mathbb{R},(x, y) \mapsto d(x, y)=\inf _{\gamma \in \mathcal{P}_{1}^{d}}\left(|\gamma|_{L^{2}}: y=F\left(X_{1}\right), X_{1}=\operatorname{Sol}(\gamma, x)\right),
$$

where $\operatorname{Sol}(\gamma, x)$ denotes the solution to the ordinary differential equation

$$
d X_{t}=\sum_{i=1}^{d} \sigma^{i}\left(X_{t}\right) d \gamma_{t}^{i}
$$

with initial condition $X_{0}=x$, evaluated at time 1, and $|\gamma|_{L^{2}}^{2}$ denotes the energy of the path $\gamma$, and $\mathcal{P}_{1}^{d}$ denotes the set of smooth paths starting at 0.
(a) Can one obtain estimates of the form

$$
p_{t}(x, y) \leq C \frac{e^{-\frac{d(x, y)^{2}}{M t}}}{\left|B_{d}(x, \sqrt{t})\right|},
$$

for a drift-free system satisfying the (projected equivalent of the) Hörmander condition?
(b) If so, is it possible to ensure that the constants $M, C$ are proper, or at least, (strongly) polynomial?
(c) Can results be extended to non-trivial drifts by changing the metric?

The above bound will be proved globally, in a weak Hörmander context, with a time-dependent metric $d_{t}$ in Theorem 8.2.1, using techniques inspired from [37, 39]. ${ }^{3}$

However, the problem of ensuring that the constants are (strongly) polynomial proved to be extremely challenging.

We provide an alternative proof with polynomial constants valid only under a condition which we call the 'detailed-Progressive weak Hörmander condition' (which includes systems satisfying the weak-Hörmander condition of order 2) cf. Theorem 8.3.1, which is one of the main Theorems of this thesis. The condition and its implications in terms of equivalences of control distances is of independent interest, and shows links between [37] and some of the more modern part of the literature (cf. $[\mathbf{5 0}, \mathbf{8 ]}$ ) Aside from not using the Fourier approximation argument of Kusuoka and Stroock, the proof presents the advantage that it would establish the strong polynomiality of the constants assuming a proof of the strong polynomiality of the Euclidean bound 4.4.1.

Any systems satisfying the Hörmander condition of order 2, and all the SDE treated in [50, 20, 8] satisfy the 'detailed-Progressive weak Hörmander condition'.

Because the works $[\mathbf{5 0}, \mathbf{2 0}, \mathbf{8}]$ include lower bounds, at this point, it is interesting to note that the classical example (see system (10.1.1) below, going back to [39], also quoted in [50]) of a weak Hörmander SDE whose solution fails to have full support does, in fact, satisfy our 'detailedProgressive weak Hörmander condition'. This means that the 'detailed-Progressive Hörmander' condition is not enough to guarantee strict positivity. It is therefore natural to attempt to construct stricter sets of conditions that guarantee the strict positivity of the density. The investigation of that issue is the aim of Part 3, where we provide a class of systems the densities of whose solutions can be proved to have full support.

## Our contributions: Description of Parts $2,3,4$ and list of main results

In Parts 2 and 3 depending on the assumptions on the model and what kind of control we aim for on the dependence of the constants, we introduce various time-dependent functions of the form $d_{t}(x, y)$ on $\mathbb{R}^{m} \otimes \mathbb{R}^{n}$. To simplify the exposition, we call these objects 'distances' even though they clearly cannot satisfy the mathematical definition of a distance. In the most simple situation where the drift is null and we don't aim for control on the dependence of constants, $d_{t}(x, y)$ is usually the smallest possible energy of a driving path $\gamma$ in $\mathbb{R}^{d}$ such that the solution to the ODE

[^1]associated to the problem, $d X_{t}=\sigma(X) d \gamma_{t}$, with $x_{0}=x$, satisfies $y=F\left(X_{1}\right)$. In other contexts $d_{t}$ is a suitable generalisation of that concept.

We prove various upper bounds both in terms of the Euclidean metric, and bounds where those 'distances' play the same role as the control distance in Kusuoka-Stroock bounds.

We introduce the 'progressive Hörmander condition's and the 'separated progressive Hörmander condition'. Roughly speaking, the progressive Hörmander condition states that for all $i \leq L$, arbitrary iterated derivatives (of the vector fields) of order $i$ must be uniformly in the span of brackets of order $i$ or less. The separated progressive Hörmander condition requires, additionally, that iterated brackets involving more than one drift- and more than two non-drift indices be uniformly contained in the span of brackets of strictly lower order.

We will see that the progressive Hörmander condition is precisely the condition required for statements such as 'the diffusion moves at speed $t^{k / 2}$ in the direction of every $k$ 'th order bracket' to make sense:

In general, the control distance can be seen locally as the push-forward of a homogeneous norm on the log-signature space by the composition of the exponential map and a linear map. In some specific situations such as the ones treated in [50](Ch.3) and [20], this can be expressed as some homogeneous norm on $\mathbb{R}^{n}$. The progressive Hörmander condition is the condition required to make it possible to express the control distance as the push-forward of a homogeneous norm by a linear map only, without the exponential: Heuristically, we can equally think of the CarnotCarathéodory distance as the minimum square root of the energy of a control $\gamma$ in $\mathbb{R}^{d}$, satisfying $d z=\partial f . d \gamma$ for a curve $z$ going from $x$ to $y$, or as the minimum square root of the integrated homogeneous norm of a driving geometric rough path $\gamma$ in $G^{l}\left(\mathbb{R}^{d}\right)$ such that $d z=\partial f . d \gamma=$ $\partial f . d \exp (\log (\gamma))$, for a solution curve $z$ leading to $y$. We will define the metric $d_{t, \log , \infty}(x, y)$ as the minimum square root of the integrated squared homogeneous norm of a driving control $\Gamma$ in the free lie algebra $\mathcal{L}^{l}\left(\mathbb{R}^{d}\right)$ (seen simply as a vector space) such that $d z=\partial f . d \Gamma$ (without exponentials!) for a solution curve $z$ leading to $y$. On the spectrum of 'increasing complexity of metrics and decreasing specificity of assumptions', $d_{t, \log , \infty}$ can be seen as 'in between' the metrics introduced in $[\mathbf{5 0}, \mathbf{8}, \mathbf{2 0}]$ and the general control distance from [37]. The control metric and $d_{t, \log , \infty}$ are equivalent if the 'progressive Hörmander' condition holds. The control distance, $d_{t, \log , \infty}$ and the metric $d_{A_{R}}$ from $[\mathbf{8 , 5 0}]$ are locally equivalent whenever the assumptions of those references are satisfied.

We can now list the main results of the thesis for a random SDE system:

- Integrable Gaussian upper bounds in the elliptic case with strongly polynomial constants; cf. Theorem 4.3.2 in Part 1, i.e. $\forall t \leq D, x \in \mathbb{R}^{m}, y \in \mathbb{R}^{n}$

$$
\left|\frac{\partial^{N} p_{t}(x, y)}{\partial v_{1} \partial v_{2} \ldots \partial v_{N}}\right| \leq C \frac{\exp \left(\frac{-|F x-y|^{2}}{M t}\right)}{t^{\frac{n+N}{2}}}
$$

where $D, C$ and $M$ are proper.

- Non-integrable Gaussian upper bounds in the Weak Hörmander case with polynomial constants; cf. Theorem 4.4.2 in Part 1. i.e. $\forall t \leq D, x \in \mathbb{R}^{m}, y \in \mathbb{R}^{n}$

$$
\left|\frac{\partial^{N} p_{t}(x, y)}{\partial v_{1} \partial v_{2} \ldots \partial v_{N}}\right| \leq C \frac{\exp \left(\frac{-|F . x-y|^{2}}{M t}\right)}{t^{(n+N) 2^{4 L}}}
$$

where $D, C$ and $M$ are polynomial.

- Integrable upper bounds, in terms of the 'log-homogeneous distance', under the detailedProgressive Hörmander condition and the assumption that the background vector fields are uniformly progressively finitely generated; cf. Theorem 8.3.1 in Part 2, i.e. $\forall t \leq$ $D, x \in \mathbb{R}^{m}, y \in \mathbb{R}^{n}$,

$$
p_{t}(x, y)=\mathbb{E}_{x}\left(\delta\left(Y_{t}=y\right)\right) \leq C \frac{e^{-\frac{d_{t, \log , \infty}(x, y)^{2}}{M t}}}{\left|B_{d_{t, \log , \infty}}(x, \sqrt{t})\right|}
$$

[^2]where $D, C$ and $M$ are polynomial, and $d_{t, \log , \infty}$ can be locally described as the smallest homogeneous norm of a tensor $s^{\cdot} \in \operatorname{span}_{|\alpha| \leq L} e^{[\alpha]}$ such that $\sum_{|\alpha| \leq L} s^{\alpha} \sigma^{\alpha}=y-d F . x$. Note that $d_{t, \log , \infty}$ locally generalises the norms introduced in $[\mathbf{5 0}, \mathbf{2 0}, \mathbf{8}]$.

REMARK 0.0.4. Our estimate is global and the constants $C, M$ in particular do not depend on the initial point $x$. This includes situations where the dimension of $\operatorname{span}_{i=1}^{d} \sigma^{i}$ is not constant, whilst keeping uniformity over $x$. Such global estimates translate to estimates with a power of $t$ in the denominator replacing the volume of the ball. If the power of $t$ is required to be optimal (i.e. the homogeneous dimension at that point e.g. $2 n-\operatorname{dim}\left(\operatorname{span}_{k} \sigma^{k}\right)$ when $\left.L=2\right)$, then this latter estimate will only hold with constants depending on the initial point.

REMARK 0.0 .5 . For a zero drift SDE satisfying the progressive Hörmander condition, $d_{t, \log , \infty}$ is locally equivalent to the Carnot-Carathéodory distance (cf. 7.1.1), but neither the full equivalence of the metrics nor the above estimate hold in the more general setting. It is, however, true for drift-free SDE that the volumes of balls of radius $\sqrt{t}$ with respect to the distances $d$ and $d_{t, \log , \infty}$ are uniformly comparable (cf. Lemma 5.1.12) even if the progressive Hörmander condition does not hold.

- Assuming the detailed-progressive Hörmander condition (on the target space), but not that the background vector fields are uniformly progressively finitely generated, cf. Theorem 8.4.1 there are polynomial constants $D, M, C$ such that for $t \leq D, x \in \mathbb{R}^{m}, y \in$ $\mathbb{R}^{n}$,

$$
p_{t}(x, y) \leq C \frac{e^{-\frac{d_{t}(x, y)^{2}}{M t}}}{\left|B_{d_{t}}(x, \sqrt{t})\right|}
$$

REMARK 0.0.6. This is almost the same as the above estimate, except for the removal of the background UPFG condition. The proof is only a slight variation. Nonetheless, removing this assumption could be seen as a significant difference.

- Uniform (and global) integrable upper bounds in the general case (including non-trivial drifts) ${ }^{5}$; cf. Theorem 8.2.1 in Part 2. i.e. for $t \leq D, x \in \mathbb{R}^{m}, y \in \mathbb{R}^{n}$,

$$
p_{t}(x, y) \leq C \frac{e^{-\frac{d_{t}(x, y)^{2}}{M t}}}{\left|B_{d_{t}}(x, \sqrt{t})\right|}
$$

where $D, C, M$ do not depend on the background space dimension, but depend uncontrollably on $d$. Only the most local part of the estimate, was proved in the SDE case before in [39] ${ }^{6}$

- Control-type lower bounds for systems with zero drift, without control on the constants; cf. Theorems 10.3.1 and 10.3.2 in Part 3.

$$
p_{t}(x, y) \geq \frac{C}{\left|B_{d}(x, \sqrt{t})\right|}
$$

for $t, d(x, y)^{2} \leq D$ for some constants $D, C$.

- Under the Hörmander condition with zero drift, diagonal upper bounds with the 'loghomogeneous distance', with polynomial constants; cf. Theorem 8.6.1 in Part 2. This estimate is meant to show potential for better results rather than be particularly interesting in itself: like the proof of Theorem 8.3.1, it has the advantage that the constants would be strongly polynomial assuming the strongly polynomial Euclidean result.

[^3]- Under the condition which we call 'separated progressive Hörmander', we prove local lower bounds ${ }^{7}$ and global strict positivity (if the condition holds uniformly), cf. Theorems 10.3.1 and 10.3.2 in Part 3. Local positivity if the condition holds locally best summarizes the progress represented by these estimates.
The 'separated progressive Hörmander' condition is satisfied by a set of non-trivial examples that strictly includes the examples treated in $[\mathbf{5 0}, \mathbf{2 0}, \mathbf{8}]$.

Warning For a single SDE satisfying the conditions of the main model in Chapter 3 of [50] or those of [20] (also treated in [50]), the estimates we obtain (including the upper bounds) are not as good as the ones in those references for $t \lesssim d^{2} \lesssim t \ln (t)$, because our 'distance' is slightly different, though balls of radius $\sqrt{t}$ are comparable (not just in volume), and (therefore) the estimates coincide for $d^{2} \leq t$.

The lower bound estimate implies the strict positivity of the density, which (even for an SDE in $\mathbb{R}^{n}$ ) under weak Hörmander does not follow from classical results and, as mentioned above, (other) diffusions under weak Hörmander can fail to have full support. Our estimate, like the corresponding one in [50] and [8], but unlike [20], is only local. Understanding better the tail behaviour of solutions to weak Hörmander SDE's would be an interesting topic to study further.

Part 4 deals with interacting branching diffusions as considered in [42]: Using similar techniques to the ones used for the proofs of our estimates, we show a generalisation of the theorem of Löcherbach first to a time- and (partly) path-dependent setting in the elliptic case with slightly weaker assumptions than in the original paper. Then, conditionally given a proof of a strongly polynomial version of the Euclidean Result 4.4.1, we give an extension to a weak Hörmander situation, provided the 'No degeneracy from interaction' (NDI) condition, which we introduce. The condition is equivalent to keeping the driving vector fields independent of each other, but allowing the Brownian motions relative to different particles to be correlated with correlations that solve an interactive SDE depending on the state of the whole system. Control-type lower bounds applied to a non-NDI and drift-free Löcherbach system demonstrate that it would be very difficult to prove a generalisation of the Löcherbach theorem to non-NDI situations using the same or a similar method of proof.

## Summary of key technical difficulties and solutions

The main difficulty in proving Kusuoka-Stroock type bounds is that it seems impossible to employ a truly direct integration by parts formula approach: the best applying standard Malliavin calculus techniques to that situation can do is obtain Euclidean bounds, which are not space time integrable in general. To obtain a sharp enough estimate, we must use more information about the likely shape of a sample path. This is a very fundamental difference with the far less ambitious goal of finding Euclidean bounds, and in particular, with the elliptic case.

The intuitive idea is to attempt to bound the 'density in path space' of the realisation of a d-dimensional Brownian path, and use a disintegration formula on the solution map associated to the SDE considered.

More precisely, the solution provided by Kusuoka and Stroock was to look at an auxiliary object, which contains more information about the sample path than the solution of the SDE (evaluated at time $t$ ) does, but is still finite-dimensional. This basic auxiliary object used in that paper is now much better understood, and used extensively in Rough Path Theory, where it is known as the 'truncated signature'. This object is a tool to study a given SDE (or RDE), and it is itself the solution of an auxiliary SDE (or RDE) ${ }^{8}$.

One of the reasons why obtaining polynomial control of the constants in the estimates in the answer to question 0.0 .3 is that bounds on the density of the truncated log signature grow uncontrollably with the number of independent Brownian motions involved.

[^4]One of the biggest technical difficulty challenge was to define auxiliary objects better suited to the problem of controlling the dimensional dependence of the constants. We call these auxiliary objects the log-compensated signature (used for the diagonal estimate), the compensated signature (used for proving proper upper bounds under the progressive Hörmander condition), denoted $R$, the strictly compensated signature $\bar{R}$ (used for the proofs of lower bounds under the separated progressive Hörmander condition) and (for Löcherbach systems under NDI) the interactive signature. Contrary to the truncated signature, the objects are not solutions of SDE's. Furthermore, both the compensated signature and the interactive signature also fail to satisfy as good scaling properties as the truncated signature does (and there is no group structure either, contrary to the classical situation). However, all objects are solutions of auxiliary Random SDE systems ${ }^{9}$. The auxiliary objects which don't satisfy scaling in the usual way do satisfy a weaker form of scaling that is enough to prove the theorems listed above.

The main technical difficulty in the proof of our lower bounds under the 'separated progressive Hörmander condition' was the identification of points contained in the interior of the support of the log-signature of the path in $\mathbb{R}^{d+1}$ composed of $d$ Brownian motions and a time-linear path, coupled with some arguments developed in the rest of the thesis for general 'Progressive Hörmander' systems. To show that the points in question are in the interior of the support, first, explicit piecewise linear controls were built by solving systems of equations obtained via the Baker-Campbell-Hausdorff formula, then some perturbation of the construction was applied to ensure strict positivity.

[^5]
## Part 1

## Proof of Euclidean bounds

## CHAPTER 1

## Definitions and notations

Definition 1.0.1. Let $X \in \mathbb{R}^{m}$ be driven by the Stratonovich SDE

$$
d X_{t}=\sum_{i=1}^{d} \sigma^{i}\left(X_{t}\right) \circ d W_{t}^{i}+\sigma^{0}\left(X_{t}\right) d t
$$

with initial condition $X_{0}=x$, where $W_{t}$ is a $d$-dimensional Brownian motion; here $\sigma: \mathbb{R}^{m} \rightarrow$ $\operatorname{Mat}(m, d+1)$ is a function with smoothness conditions which will be introduced later. Let $F: \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}, X \mapsto F(X)$ be a function that sends $X$ into the smaller dimensional space $\mathbb{R}^{n}$. Write $Y_{t}=F\left(X_{t}\right)$. We call the ordered list $\mathcal{A}=(x, \sigma, F)$ a random $S D E$ system or system. The space $\mathbb{R}^{m}$ is called the background space, and $\mathbb{R}^{n}$ the target space.

REMARK 1.0.2. There are no non-degeneracy assumptions in the background space, so $X_{t}$ need not have a density in $\mathbb{R}^{m}$. We thinking of $m, d \gg n$.

Definition 1.0.3. Let $\mathcal{A}=(x, \sigma, F)$ be a system. Let $v$ be a vector field in $A$. We denote by $* v$ the image of the vector field $v$ by the differential of $F$ :

$$
* v: \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}, x \mapsto d F_{x} . v
$$

We will also similarly write $* x$ for $F(x)$.
DEFINITION 1.0.4. If $v=\left(v^{i}\right)_{i=1,2, \ldots, d}$ is a collection of $d$ vector fields in $\mathbb{R}^{m}$, for any multiindex $\alpha$, we define higher order derivatives ( $v^{\alpha}$ ) and brackets ( $v^{[\alpha]}$ ) by the induction relations

$$
\begin{aligned}
& v^{(i)}=v^{i} \\
& v^{i, \alpha}=v^{i}\left(v^{\alpha}\right)=\sum_{k=1}^{m} \frac{\partial v^{\alpha}}{\partial x_{k}}\left(v^{i}\right)_{k}, \quad \text { and } \\
& v^{[i, \alpha]}=\left[v^{i}, v^{\alpha}\right]=v^{i}(\alpha)-v^{\alpha}\left(v^{i}\right)=\sum_{k=1}^{m} \frac{\partial v^{\alpha}}{\partial x_{k}}\left(v^{i}\right)_{k}-\sum_{k=1}^{m} \frac{\partial v^{i}}{\partial x_{k}}\left(v^{\alpha}\right)_{k} .
\end{aligned}
$$

The partial orders $o_{0}(\alpha)$ and $o_{1}(\alpha)$ of a multi-index $\alpha \in \operatorname{Multi}(\{0,1,, \ldots, d\})$ are defined as

$$
\begin{aligned}
& o_{0}(\alpha)=\#\left(\left\{k: \alpha_{k}=0\right\}\right) \\
& o_{1}(\alpha)=\#\left(\left\{k: \alpha_{k} \neq 0\right\}\right)
\end{aligned}
$$

The order $|\alpha|$ is defined as $2 o_{0}(\alpha)+o_{1}(\alpha)$.
In fact, it will sometimes be useful to view $v^{\bullet}$ (evaluated at a given point of $\mathbb{R}^{m}$ ) as a linear map from the tensor space $T^{l}\left(\mathbb{R}^{d}\right)$ to $\mathbb{R}^{d}$ which makes the two operations of taking brackets correspond to each other (brackets on the tensor space are defined via the formula $\left[e_{1}, e_{2}\right]=e_{1} \otimes e_{2}-e_{2} \otimes e_{1}$ and linear extension). From this perspective, the above definition of $v^{\alpha}$ corresponds to using the shorthand $v^{\alpha}$ for $v \otimes_{k=1}^{\# \alpha} e_{\alpha_{k}}$. It will be shown that the iterative definition of $\sigma^{[\alpha]}$ coincides with the definition of $\sigma^{e^{[\alpha]}}$ where $e^{[\alpha]}$ is defined linearly on the tensor space.

DEFINITION 1.0.5. We will use the following notation: for any $d$ dimensional bounded variation path $\left(\gamma_{t}^{1}, \ldots, \gamma_{t}^{d}\right)$, we define $\gamma_{t}^{\alpha, i}$ by the induction $\int_{0}^{t} \gamma_{s}^{\alpha} d \gamma_{s}^{i}$. In the case where $\gamma$ is rough, we must assume we are already given a geometric rough path lift of $\gamma$. In particular, when we use a similar notation for Brownian motion, the integrals are to be interpreted in the Stratonovich sense.

We have the same remark as above: we can also view $\gamma^{\bullet}$ or $W^{\bullet}$ as a linear map from the tensor space to $\mathbb{R}^{d}$.

DEFINITION 1.0.6. If $v$ is a vector field and $n \in \mathbb{N}$, we say that the $C^{n}$ constant of $v$ is

$$
\|v\|_{\partial, n}=\sup _{m \leq n}\left(\sup \left(\left|(v, w)^{\alpha}\right|: \#(\alpha)=m, w=\left(w_{2}, w_{3}, \ldots, w_{m}\right),\left|w_{i}\right|=1 \text { for all } i\right)\right)
$$

where $w$ runs over all collections of vectors and $\alpha$ over all corresponding multi-indices.
DEFINITION 1.0.7. The tension of order $(L, g)$ of a system $(x, \sigma, F)$ is defined as

$$
\begin{aligned}
G= & \sup _{x \in \mathbb{R}^{m}} \sup _{\substack{v \in \mathbb{R}^{m} \\
|v|=1}} \sum_{|\alpha| \leq L}\left\langle\sigma^{\alpha}, v\right\rangle^{2} \\
& +\sup _{v \in \mathbb{R}^{m},|v|=1} \sup _{\substack{ \\
o \leq g}} \sup _{\substack{w \in\left(\mathbb{R}^{m}\right) \otimes o \\
\forall i,\left|w^{i}\right|=1}} \sum_{k=0}^{d}\left\langle\frac{\partial^{o} \sigma^{k}}{\Pi \partial w^{i}}, v\right\rangle^{2}+\sum_{q \leq g}\left|d^{q} F\right|^{2},
\end{aligned}
$$

where $\left|d^{q} F\right|$ denotes the operator norm of the $q$-th derivative of $F$ as a function of $q$ arguments. A system is said to be $(L, g, G)$-tense if its $(L, g)$-order tension is less than $G$.

REMARK 1.0.8. Because we aim to completely remove background dependence, it is very important to distinguish between the operator norm and the Frobenius norm for matrices (one must always work with the former).

DEFINITION 1.0.9. The weak Hörmander constant $H_{L}$ at $x$ of order $L$ of the system $(x, \sigma, F)$ is defined as

$$
\min \left(1, \inf _{\substack{v \in \mathbb{R}^{n} \\|v|=1}} \sum_{\substack{|\alpha| \leq L \\ \alpha \neq(\alpha) \neq 0}}\left\langle d F \cdot \sigma^{[\alpha]}, v\right\rangle^{2}\right)
$$

The ellipticity constant of a system is the weak-Hörmander constant of order 1. A system is ' $\left(L, H_{L}\right)$-weak Hörmander at $x$ ' if its weak Hörmander constant at $x$ of order $L$ is greater than $H_{L}$.

DEFINITION 1.0.10. We denote the set of smooth paths $\gamma:[0,1] \rightarrow \mathbb{R}^{d}$ by $\mathcal{P}^{d}$. As usual, the length of a path is defined by

$$
|\gamma|=\int_{0}^{1} \sqrt{\sum_{i=1}^{d}\left|\frac{d \gamma^{i}}{d t}\right|^{2}} d t
$$

Definition. Let $\mathcal{P}{ }_{T}^{d}$ be the set of smooth $d$-dimensional paths parametrised over $[0, T]$. For a path $\gamma \in \mathcal{P}_{T}^{d}$, we define the path $* \gamma \in \mathcal{P}_{T}^{d+1}$ by

$$
\forall s \in[0, T], \quad * \gamma_{s}=\left(s, \gamma_{s}^{1}, \gamma_{s}^{2}, \ldots, \gamma_{s}^{d}\right)
$$

DEFINITION. If we are given a system $(x, \sigma, F)$, with some fixed quantities such as $H_{L}$ and $G$ known, we call a quantity $C\left(n, m, d, L, g, G, H_{L}\right)$ a proper constant if it only depends on $n, G, H_{L}, L$, and for fixed $n, g, L$, is a polynomial function of $H_{L}, G$, i.e. there exist absolute constants $K_{1}, K_{2}>0, N \in \mathbb{Z}$ and $q \in \mathbb{R}^{[-N, \ldots, N] \times[-N, \ldots, N]}$ such that

$$
C\left(n, m, d, L, g, G, H_{L}\right)<K_{1}\left(\sum_{i, j \in[-N, \ldots, N]} q_{i, j} G^{i} H_{L}^{j}\right)
$$

and

$$
C\left(n, m, d, L, g, G, H_{L}\right)^{-1}<K_{2}\left(\sum_{i, j \in[-N, \ldots, N]} q_{i, j} G^{i} H_{L}^{j}\right)
$$

We call $C\left(n, m, d, L, g, G, H_{L}\right)$ a polynomial (resp. strongly polynomial) constant if it depends polynomially on $G, H_{L}, m$ for fixed $L, n, g, d$ (resp. polynomially on $G, H_{L}, m, d$ for fixed
$L, n, g)$. These concepts readily extend to situations where $G$ or $H_{L}$ are replaced by quantities with a similar role (such as the 'progressive Hörmander constant' or the 'mixed tension').

We also denote by $X_{0 \rightarrow t}$ the Jacobian process in $\mathbb{R}^{m} \times \mathbb{R}^{m}$, which satisfies the following, where $X_{t}$ is the solution to the original SDE 1.0.1, where $u, v \in\{1,2, \ldots, m\}$ :

$$
\begin{aligned}
X_{0 \rightarrow 0} & =\mathrm{Id}_{m \times m} \\
d\left(X_{0 \rightarrow t}\right)_{v, u} & =\left(\sum_{i=1}^{d} \sum_{j=1}^{m} \frac{\partial \sigma^{i}\left(X_{t}\right)}{\partial x_{j}}\left(X_{0 \rightarrow t}\right)_{j, u} \circ d W_{t}^{i}+\sum_{j=1}^{m} \frac{\partial \sigma^{0}\left(X_{t}\right)}{\partial x_{j}}\left(X_{0 \rightarrow t}\right)_{j, u} d t\right)_{v} .
\end{aligned}
$$

As usual, we also define $X_{t \rightarrow 0}=\left(X_{0 \rightarrow t}\right)^{-1}$ and $X_{s \rightarrow t}=X_{0 \rightarrow t} X_{s \rightarrow 0}$.

## CHAPTER 2

## Technical Lemmas

Here we write the most fundamental lemmas that will need to be used during the proofs. This chapter could be considered an appendix.

### 2.1. On the exponential decay of iterated integrals (concentration results)

For the proof of Euclidean bounds, only the classic first result (the martingale inequality) is required. The other results will be used in the proof of the control bounds. The beginning of this section contains a version of the result of Appendix 1 (section 5, page 24) of [6] and inequality 4.5 page 422 in [37] (the former is a variation of the latter).

REMARK 2.1.1. In this section integrals are Itô integrals. We will use the notation $I^{\alpha}(A, T)$ and $J^{\alpha}(A, T)$ for Itô iterated integrals, and different notations, such as $(A W)^{\alpha}$ for Stratonovich ones.

The following can be found in the appendix of [49]
LEMMA 2.1.2 (Martingale inequality). Let $M_{t}$ be a martingale, we have

$$
\mathbb{P}\left(\sup _{s \leq t}\left(\left|M_{s}\right| \geq \delta\right)\right) \leq 2 e^{-\frac{\delta^{2}}{2 \rho}}
$$

Now, let $\alpha \in\{0,1, \ldots, d\}^{k}$ be a multi-index. We write as usual

$$
|\alpha|=k+\#\left\{i \in\{1,2, . ., k\}, \alpha_{i}=0\right\}
$$

for the order of $\alpha$. Write $\bar{\alpha}=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{k-1}\right)$ We define the multiple stochastic integral of order $|\alpha|, I^{\alpha}(A, T)$ by induction:

$$
\begin{aligned}
I^{(0)}(A, T) & =\int_{0}^{T} A_{t} d t \\
I^{(k)}(A, T) & =\int_{0}^{T} A_{t} d W_{t}^{\alpha_{k}} \\
I^{\alpha}(A, T) & =\int_{0}^{T} I^{\bar{\alpha}}(A, t) d W_{t}^{k}, \quad \text { if } \alpha_{k} \neq 0 \\
I^{\alpha}(A, T) & =\int_{0}^{T} I^{\bar{\alpha}}(A, t) d t, \quad \text { if } \alpha_{k}=0
\end{aligned}
$$

Recall the following theorem from [6].
THEOREM 2.1.1 (Exponential decay of iterated integrals). There exist some universal constants $C_{|\alpha|}$ such that

$$
\mathbb{P}\left(\sup _{0 \leq t \leq T} I^{\alpha}(A, t)>R\right) \leq C_{|\alpha|} \exp \left(-\frac{\left(\frac{R}{a}\right)^{\frac{2}{|\alpha|}}}{2 T}\right)
$$

With the exact values of the constants being

$$
C_{\alpha}=2^{|\alpha|}
$$

Proof. We prove the result by induction.

1. Initial case. If $\alpha_{1} \neq 0$, this is just the lemma above, with $C_{\alpha}=2$. If $\alpha_{1}=0$, we have for all $\forall T>0$,

$$
\left|\int_{0}^{T} A_{t} d t\right| \leq \sup _{0 \leq t \leq T}\left|A_{t}\right| T=a T
$$

therefore

$$
\mathbb{P}\left(\sup _{0 \leq t \leq T}\left|\int_{0}^{t} A_{s} d s\right|>R\right)=0 \quad \text { if } \quad \frac{R}{a T}>1
$$

This implies that we indeed have

$$
\mathbb{P}\left(\sup _{0 \leq t \leq T} I^{\alpha}(A, t)>R\right) \leq C_{|\alpha|} \exp \left(-\frac{\left(\frac{R}{a}\right)^{\frac{2}{|\alpha|}}}{2 T}\right)
$$

for $c_{\alpha}=c_{(1)}=e^{1 / 2}$.
2. Induction step from $\bar{\alpha}$ to $\alpha$. We suppose $\alpha=\left(\bar{\alpha}, \alpha_{k}\right)$ for some $\bar{\alpha}$.

If $\alpha_{k} \neq 0$, let us split the event into two as follows, with $B$ a real number (corresponding to the one being called $A$ in [37]). We have:

$$
\begin{aligned}
\mathbb{P}\left(\sup _{0 \leq t \leq T}\left|I^{\alpha}(A, t)\right|>R\right) \leq & \mathbb{P}\left(\sup _{0 \leq t \leq T}\left|I^{\alpha}(A, t)\right|>R, \sup _{0 \leq t \leq T}\left|I^{\bar{\alpha}}(A, t)\right|<B\right) \\
& +\mathbb{P}\left(\sup _{0 \leq t \leq T}\left|I^{\bar{\alpha}}(A, t)\right|>B\right) \\
\leq & 2 \exp \left(-\frac{R^{2}}{2 B^{2} T}\right)+C_{\bar{\alpha}} \exp \left(-\frac{\left(\frac{B}{a}\right)^{\frac{2}{|\bar{\alpha}|}}}{2 T}\right)
\end{aligned}
$$

(here we have used the martingale inequality and the induction hypothesis).
Now set $B=a^{\frac{1}{|\bar{\alpha}|+1}} R^{\frac{|\bar{\alpha}|}{|\bar{\alpha}|+1}}$, and we get the required inequality with $C_{\alpha}=C_{\bar{\alpha}}+2$.
If $\alpha_{k}=0$, proceeding as in the initial case above (for $\alpha_{1}=0$ ), we find that

$$
\begin{aligned}
& \mathbb{P}\left(\sup _{0 \leq t \leq T}\left|I^{\alpha}(A, t)\right|>R\right) \\
& \leq \mathbb{P}\left(\sup _{0 \leq t \leq T}\left|I^{\bar{\alpha}}(A, t)\right|>\frac{R}{T}\right) \\
& \leq C_{\bar{\alpha}} \exp \left(-\frac{\left(\frac{R}{a T}\right)^{\frac{2}{|\bar{\alpha}|}}}{2 T}\right) \\
& \leq C_{\bar{\alpha}} \exp \left(-\frac{\left(\frac{R}{a}\right)^{\frac{2}{|\alpha|}}}{2 T}\left(\frac{R}{a}\right)^{\left\lvert\, \frac{4}{|\alpha|| | \alpha \mid-2)}\right.}\left(\frac{1}{T}\right)^{\frac{2}{|\alpha|-2}}\right) \\
& \leq C_{\bar{\alpha}} \exp \left(-\frac{\left(\frac{R}{a}\right)^{\frac{2}{|\alpha|}}}{2 T}\left(\frac{\left(\frac{R}{a}\right)^{\frac{2}{|\alpha|}}}{T}\right)^{\frac{2}{|\alpha|-2}}\right) \\
& \leq C_{\bar{\alpha}} \exp \left(-\frac{\left(\frac{R}{a}\right)^{\frac{2}{|\alpha|}}}{2 T}\right) \operatorname{Id}\left\{\frac{\left(\frac{R}{a}\right)^{|\alpha|}}{T}>1\right\}
\end{aligned}+e^{1 / 2} C_{\bar{\alpha}} \exp \left(-\frac{\left(\frac{R}{a}\right)^{\frac{2}{|\alpha|}}}{2 T}\right) \operatorname{Id}\left\{\frac{\left(\frac{R}{a}\right)^{\left\lvert\, \frac{2}{T \mid}\right.}}{T} \leq 1\right\} .
$$

$$
\leq C_{\bar{\alpha}}\left(1+e^{1 / 2}\right) \exp \left(-\frac{\left(\frac{R}{a}\right)^{\frac{2}{|\alpha|}}}{2 T}\right)
$$

where at the last two lines, we have split into two cases according to whether $\frac{\left(\frac{R}{a}\right)^{\frac{2}{\alpha \mid}}}{2 T}$ is greater or smaller than 1 . Therefore, the inequality indeed holds with $C_{\alpha}=C_{\bar{\alpha}}\left(1+e^{1 / 2}\right)$. This completes the proof.

### 2.2. Disintegration formula

The following result from real analysis is the key ingredient for the developments in Part 2.
THEOREM 2.2.1 (Disintegration formula from real analysis, see [37], Lemma 3.14). Let $F$ : $\mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$ be a smooth function. Let $\mu$ be a measure on $\mathbb{R}^{m}$ with density $\mu$. The pushforward of the measure is given by the formula

$$
\mu_{\mathbb{R}^{n}}(y)=\int_{F(x)=y} \mu(x) J(x)
$$

where

$$
J(x)=\sqrt{\frac{1}{\operatorname{det}\left(J F J F^{t}\right)}}
$$

with $J F$ being the Jacobian matrix $\left(J F_{i, j}=\frac{\partial f_{i}}{x_{j}}\right.$ ) and $t$ denoting transposition.

### 2.3. Gronwall-type Lemma

The following Gronwall-type theorem can be seen as a generalisation of Proposition A. 1 in [42], merged with the technical point of Corollary A1 in [42] and adapted to our general setting, with sharper control on the growth of the constants:

Theorem 2.3.1. Let $S_{t} \in \mathbb{R}^{m}$ be a process driven by the following SDE:

$$
d S_{t}=B^{0} d t+\sum_{k=1}^{d} B^{k} d W_{t}^{k}
$$

For some processes $B_{t}^{k} \in \mathbb{R}^{m} \times \mathbb{R}^{m}$ for $k=0,1, . ., d$, such that, for all $k$,

$$
B_{t}^{k}=E_{t}^{k} S_{t}+F_{t}^{k}
$$

with $E_{t}^{k}, F_{t}^{k}$ processes in $\mathbb{R}^{m} \times \mathbb{R}^{m}$. Let $p \geq 1$ be fixed. Assume we have the following conditions, for some given constants $C_{0}, C_{1}, C_{2}$, and $\beta$ (below, $\|\cdot\|$ denotes the operator norm):
(1) $\left\|\left\|S_{0}\right\|^{2}\right\|_{p}^{p} \leq C_{0}(p)$;
(2) if $E_{t}: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}, y \mapsto E_{t}(y)=\sum_{k=1}^{d}\left\|E_{t}^{k} y\right\|^{2}+\left|\left\langle y, E_{t}^{0} y\right\rangle\right|$, the operator norm $\left\|E_{t}\right\|$ satisfies $\left\|E_{t}\right\|^{2} \leq C_{1}$ almost surely and for all $t \leq 1$;
(3) if $F_{t}=\sum_{k=1}^{d}\left\|F^{k}\right\|^{2}+\left|F^{0}\right|^{2}$, then for all $t \leq 1, \mathbb{E}\left(\left|F_{t}\right|^{p}\right)^{\frac{1}{p}} \leq C_{2} e^{\beta t}$.

Then, for all $x \in \mathbb{R}^{m}$ with $|x|_{\mathbb{R}^{m}}=1$, there exist constants $K_{1}$ and $K_{2}$, depending only on $C_{0}, C_{1}, C_{2}, p$ but not $\beta$, with $K_{2}$ not dependent on $C_{0}$, such that for all $t \leq 1$, we have:

$$
\left\|\left(\sup _{s \leq t}\left|S_{s} x\right|_{\mathbb{R}^{m}}^{2}\right)\right\|_{p} \leq K_{1} e^{\max \left(K_{2}, \beta\right) t}
$$

where ||| $\|_{p}$ denotes the (expected) $L^{p}$ norm.
If, additionally, we have that

$$
S_{0} x=0, \quad\left\|E^{0}\right\|^{2} \leq C_{1},
$$

then there exists a constant $M$ depending only on $C_{0}, C_{1}, C_{2}, p$ but not $\beta$ or $m$, such that for all $p \geq 1$,

$$
\left\|\left(\sup _{s \leq t}\left|S_{s} x\right|_{\mathbb{R}^{m}}^{2}\right)\right\|_{p} \leq t^{\frac{1}{2}} M e^{\max \left(K_{2}, \beta\right) t}
$$

Explicitly,

$$
\begin{aligned}
K_{1} & =\bar{K}_{1}^{\frac{1}{p}}=\left(C_{0}(p)+2 p(2 p-1)\right)^{\frac{1}{p}}, \\
K_{2} & =\frac{\bar{K}_{2}}{p}=2\left(C_{1}+1\right)+8(p-1)\left(C_{1}^{2}+1\right)+C_{2} 2(2 p-1), \quad \text { and } \\
M & =4^{1-\frac{1}{p}}\left(1+\Lambda_{p}\right)^{\frac{1}{p}}\left(K_{1} C_{1}^{p}+C_{2}^{p}\right)^{\frac{1}{p}},
\end{aligned}
$$

where $\Lambda_{p}$ is the constant in the Burkholder inequality.
Proof. First, by Itô's formula, we have (with the usual convention that $W^{0}=t$ ):

$$
\begin{aligned}
\left|S_{t} x\right|^{2} & =\left|S_{0} x\right|^{2}+2 \sum_{k=0}^{d} \int_{0}^{t}\left\langle S_{s} x, B^{k}\right\rangle d W_{s}^{k}+\sum_{k=1}^{d} \int_{0}^{t}\left|B^{k} S_{s} x\right|^{2} d s \\
& =\left|S_{0} x\right|^{2}+2 \sum_{k=1}^{d} \int_{0}^{t} J_{s}^{k} d W_{s}^{k}+\int_{0}^{t} H_{s} d s,
\end{aligned}
$$

for processes $J_{s}^{k}, H_{s} \in \mathbb{R}$ with:

$$
\begin{aligned}
J_{s}^{k} & =2\left\langle S_{s} x, B^{k}\right\rangle \\
& =2\left\langle S_{s} x,\left(E^{k} S x+F^{k}\right)\right\rangle
\end{aligned}
$$

and

$$
\begin{align*}
H_{s} & =2\left\langle S_{s} x, B^{0}\right\rangle+\sum_{k=1}^{d}\left|B^{k}\right|^{2} \\
& =2\left\langle S_{s} x, E^{0} S_{s} x+F^{0}\right\rangle+\sum_{k=1}^{d}\left|E^{k} S_{s} x\right|^{2} \\
& +\sum_{k=1}^{d}\left|F^{k}\right|^{2}+\sum_{k=1}^{d}\left\langle F^{k}, E^{k} S_{s} x\right\rangle \\
& \leq 2\left\langle S_{s} x, E^{0} S_{s} x+F^{0}\right\rangle+\sum_{k=1}^{d}\left|E^{k} S_{s} x\right|^{2} \\
& +\sum_{k=1}^{d}\left|F^{k}\right|^{2}+\sum_{k=1}^{d}\left|F^{k}\right|^{2}+\sum_{k=1}^{d}\left|E^{k} S_{s} x\right|^{2} \\
& \leq 2 C_{1}\left|S_{s} x\right|^{2}+2|F|+2\left|S_{s} x\right|^{2} . \tag{2.3.1}
\end{align*}
$$

Next, we note that

$$
\begin{aligned}
\sum_{k=1}^{d}\left(J^{k}\right)^{2} & =\sum_{k=1}^{d} 4\left\langle S_{s} x,\left(E^{k} S x+F^{k}\right)\right\rangle^{2} \\
& \leq 4 \sum_{k=1}^{d}\left(\left|S_{s} x\right|\left|E^{k} S x\right|+\left|S_{s} x\right|\left|F^{k}\right|\right)^{2}
\end{aligned}
$$

$$
\begin{aligned}
& \leq 4\left|S_{s} x\right|^{2} \sum_{k=1}^{d}\left(\left|E^{k} S x\right|+\left|F^{k}\right|\right)^{2} \\
& \leq 8\left(\sum_{k=1}^{d}\left|E^{k} S x\right|^{2}\right)\left|S_{s} x\right|^{2}+8\left(\sum_{k=1}^{d}\left|F^{k}\right|^{2}\right)\left|S_{s} x\right|^{2} \\
& \leq 16\left|S_{s} x\right|^{4}+16\left|E\left(S_{s} x\right)\right|^{2}+8|F|\left|S_{s} x\right|^{2} .
\end{aligned}
$$

We use the notation $\Lambda_{t}=\left|S_{s} x\right|^{2}$. Now, let us apply Itô's formula to $\Lambda_{t}$ and the function $f(t, x):=e^{\gamma t} x^{p}$, where $\gamma<0$ will be chosen later. We will also use the notation $\Phi_{t}=$ $\mathbb{E}\left(f\left(t, \Lambda_{t}\right)\right)$. We get:

$$
\begin{aligned}
e^{\gamma t} \Lambda_{t}^{p}= & \Lambda_{0}^{p}+\gamma \int_{0}^{t} e^{\gamma s} \Lambda_{s}^{p} d s+p \int_{0}^{t} e^{\gamma s} \Lambda_{s}^{p-1} H_{s} d s \\
& +\frac{1}{2} p(p-1) \int_{0}^{t} e^{\gamma s} \Lambda_{s}^{p-2}\left(\sum_{k=1}^{d}\left(J_{s}^{k}\right)^{2}\right) d s+M_{t}
\end{aligned}
$$

where $M_{t}$ is a martingale. It follows that

$$
\begin{aligned}
\Phi_{t} \leq & \Phi_{0}+\gamma \int_{0}^{t} \Phi_{s} d s+p \int_{0}^{t} \mathbb{E}\left(e^{\gamma s} \Lambda_{s}^{p-1} H_{s}\right) d s \\
& +\frac{1}{2} p(p-1) \int_{0}^{t} \mathbb{E}\left(e^{\gamma s} \Lambda_{s}^{p-2}\left(\sum_{k=1}^{d}\left(J_{s}^{k}\right)^{2}\right)\right) d s .
\end{aligned}
$$

Now, using Eqs. (2.3.1) and (2.3.2), we can further reduce this to:

$$
\begin{align*}
\Phi_{t} \leq & \Phi_{0}+\gamma \int_{0}^{t} \Phi_{s} d s+p \int_{0}^{t} \mathbb{E}\left(e^{\gamma s} \Lambda_{s}^{p-1}\left(2 C_{1}\left|S_{s} x\right|^{2}+2|F|+2\left|S_{s} x\right|^{2}\right)\right) d s \\
& +\frac{1}{2} p(p-1) \int_{0}^{t} \mathbb{E}\left(e^{\gamma s} \Lambda_{s}^{p-2}\left(16\left|S_{s} x\right|^{4}+16\left|E\left(S_{s} x\right)\right|^{2}+8|F|\left|S_{s} x\right|^{2}\right)\right) d s \\
\leq & \Phi_{0}+\left(\gamma+2 p C_{1}+2 p+8 p(p-1)+8 p(p-1) C_{1}^{2}\right) \int_{0}^{t} \Phi_{s} d s \\
& +(2 p(2 p-1)) \int_{0}^{t} \mathbb{E}\left(e^{\gamma s} \Lambda_{s}^{p-1}|F|\right) d s \\
\leq & \Phi_{0}+\left(\gamma+2 p\left(C_{1}+1\right)+8 p(p-1)\left(C_{1}^{2}+1\right)\right) \int_{0}^{t} \Phi_{s} d s \\
& +(2 p(2 p-1)) \int_{0}^{t} \mathbb{E}\left(e^{\gamma s} \Lambda_{s}^{p-1}|F|\right) d s . \tag{2.3.3}
\end{align*}
$$

$$
\begin{aligned}
e^{\gamma s} \mathbb{E}\left(\Lambda_{s}^{p-1}|F|\right) & \leq \Phi_{s}^{1-\frac{1}{p}} e^{\gamma s \frac{1}{p}}\left\|\left|F_{s}\right|\right\|_{p} \\
& \leq \Phi_{s}^{1-\frac{1}{p}} e^{\gamma s \frac{1}{p}} C_{2} e^{\beta s} .
\end{aligned}
$$

Setting $\gamma<-p \beta$, and using $\forall u \in \mathbb{R}, u^{\frac{p-1}{p}} \leq 1+u$, we can write

$$
\begin{aligned}
e^{\gamma s} \mathbb{E}\left(\Lambda_{s}^{p-1}|F|\right) & \leq \Phi_{s}^{1-\frac{1}{p}} e^{\gamma s \frac{1}{p}} C_{2} e^{\beta s} \\
& \leq\left(1+\Phi_{s}\right) e^{\gamma s \frac{1}{p}} C_{2} e^{\beta s} \\
& \leq\left(1+\Phi_{s}\right) C_{2} .
\end{aligned}
$$

Now, writing $\bar{K}_{2}$ for $2 p\left(C_{1}+1\right)+8 p(p-1)\left(C_{1}^{2}+1\right)+C_{2} 2 p(2 p-1)$ and $\bar{K}_{1}$ for $C_{0}(p)+$ $2 p(2 p-1)$, we can rewrite (2.3.3) as:

$$
\begin{aligned}
\Phi_{t} & \leq \Phi_{0}+\left(\gamma+2 p\left(C_{1}+1\right)+8 p(p-1)\left(C_{1}^{2}+1\right)+C_{2} 2 p(2 p-1)\right) \int_{0}^{t} \Phi_{s} d s \\
& +(2 p(2 p-1)) \int_{0}^{t} 1 d s \\
& \leq C_{0}(p)+t(2 p(2 p-1))+\left(\gamma+\bar{K}_{2}\right) \int_{0}^{t} \Phi_{s} d s \\
& \leq \bar{K}_{1}+\left(\gamma+\bar{K}_{2}\right) \int_{0}^{t} \Phi_{s} d s
\end{aligned}
$$

where at the third line, we have used the first assumption, and at the fourth line, we have used the fact that $t \leq 1$.

We would like to use Gronwall's identity. We can do that directly if $\gamma+\bar{K}_{2} \geq 0$, otherwise, we need to use the fact that $\Phi_{s} \geq 0$ to transform the above into $\Phi_{s} \leq \bar{K}_{1}$. In all cases, we can write

$$
\Phi_{s} \leq \bar{K}_{1}+\left(\max \left(\gamma+\bar{K}_{2}, 0\right)\right) \int_{0}^{t} \Phi_{s} d s
$$

and then use Gronwall's identity to obtain, for all $t \leq 1$ :

$$
\Phi_{t} \leq \bar{K}_{1} e^{\max \left(\gamma+\bar{K}_{2}, 0\right) t}
$$

Recall that by definition $\left.\left.\Phi_{t}=\mathbb{E}\left(e^{\gamma t} \Lambda_{t}^{p}\right)\right)=\mathbb{E}\left(e^{\gamma t}\left(|S x|^{2}\right)^{p}\right)\right)$, therefore,

$$
\begin{aligned}
\left\||S x|^{2}\right\| & \leq \bar{K}_{1}^{\frac{1}{p}}\left(e^{\max \left(\gamma+\bar{K}_{2}, 0\right) t-\gamma t}\right)^{\frac{1}{p}} \\
& =\bar{K}_{1}^{\frac{1}{p}} e^{\max \left(\frac{\bar{K}_{2}}{p}, \beta\right) t} \\
& =K_{1} e^{\max \left(K_{2}, \beta\right) t}
\end{aligned}
$$

with

$$
K_{1}=\bar{K}_{1}^{\frac{1}{p}}=\left(C_{0}(p)+2 p(2 p-1)\right)^{\frac{1}{p}}
$$

and

$$
K_{2}=\frac{\bar{K}_{2}}{p}=2\left(C_{1}+1\right)+8(p-1)\left(C_{1}^{2}+1\right)+C_{2} 2(2 p-1)
$$

This concludes the proof of the first statement.
Now, for the second part of the theorem, observe first that for $1 \leq p \leq 2,\|S x\|_{p} \leq\|S x\|_{2 p}$, so we can suppose without loss of generality that $p \geq 2$. Now, using the Burkholder and Jensen's inequalities, we can write (with $\Lambda_{p}$ being the constant appearing in Burkholder's inequality):

$$
\begin{aligned}
\mathbb{E}\left(|S x|^{p}\right) \leq & 4^{p-1} \mathbb{E}\left(\left(\int_{0}^{t}\left(E^{0} S x\right)_{s} d s\right)^{p}\right)+4^{p-1} \mathbb{E}\left(\left(\int_{0}^{t}\left(F^{0}\right)_{s} d s\right)^{p}\right) \\
& +4^{p-1} \mathbb{E}\left(\left(\int_{0}^{t} \sum_{k=1}^{d}\left(E^{k} S x\right)_{s} d W_{s}\right)^{p}\right)+4^{p-1} \mathbb{E}\left(\left(\int_{0}^{t} \sum_{k=1}^{d}\left(F^{k}\right)_{s} d W_{s}\right)^{p}\right)
\end{aligned}
$$

(by Jensen's inequality)

$$
\begin{aligned}
\leq & 4^{p-1} \mathbb{E}\left(\left(\int_{0}^{t}\left(E^{0} S x\right)_{s} d s\right)^{p}\right)+4^{p-1} \mathbb{E}\left(\left(\int_{0}^{t}\left(F^{0}\right)_{s} d s\right)^{p}\right) \\
& +4^{p-1} \Lambda_{p} \mathbb{E}\left(\left(\int_{0}^{t} \sum_{k=1}^{d}\left(E^{k} S x\right)_{s}^{2} d s\right)^{p}\right)+4^{p-1} \Lambda_{p} \mathbb{E}\left(\left(\int_{0}^{t} \sum_{k=1}^{d}\left(F^{k}\right)_{s}^{2} d s\right)^{p}\right)
\end{aligned}
$$

(by Burkholder's inequality)

$$
\begin{aligned}
\leq & 4^{p-1} \mathbb{E}\left(t^{p-1} \int_{0}^{t}\left(E^{0} S x\right)_{s}^{p} d s\right)+4^{p-1} \mathbb{E}\left(t^{p-1} \int_{0}^{t}\left(F^{0}\right)_{s}^{p} d s\right) \\
& +4^{p-1} \Lambda_{p} \mathbb{E}\left(t^{p-1} \int_{0}^{t}\left(\sum_{k=1}^{d}\left(E^{k} S x\right)_{s}^{2}\right)^{p} d s\right)+4^{p-1} \Lambda_{p} \mathbb{E}\left(t^{p-1} \int_{0}^{t}\left(\sum_{k=1}^{d}\left(F^{k}\right)_{s}^{2}\right)^{p} d s\right)
\end{aligned}
$$

(by Jensen's inequality again)

$$
\begin{aligned}
\leq & 4^{p-1} C_{1}^{\frac{p}{2}} \mathbb{E}\left(t^{p-1} \int_{0}^{t}(|S x|)_{s}^{p} d s\right)+4^{p-1} \mathbb{E}\left(t^{p-1} \int_{0}^{t}\left(F^{0}\right)_{s}^{p} d s\right) \\
& +4^{p-1} \Lambda_{p} \mathbb{E}\left(t^{p-1} \int_{0}^{t}\left(C_{1}|S x|^{2}\right)^{p} d s\right)+4^{p-1} \Lambda_{p} \mathbb{E}\left(t^{p-1} \int_{0}^{t}\left(\sum_{k=1}^{d}\left(F^{k}\right)_{s}^{2}\right)^{p} d s\right) \\
= & t^{p-1}\left(4^{p-1} C_{1}^{\frac{p}{2}}+4^{p-1} \Lambda_{p} C_{1}^{p}\right) \mathbb{E}\left(\int_{0}^{t}(|S x|)_{s}^{p} d s\right) \\
& +4^{p-1} \mathbb{E}\left(t^{p-1} \int_{0}^{t}\left(F^{0}\right)_{s}^{p} d s\right)+4^{p-1} \Lambda_{p} \mathbb{E}\left(t^{p-1} \int_{0}^{t}\left(\sum_{k=1}^{d}\left(F^{k}\right)_{s}^{2}\right)^{p} d s\right) \\
= & t^{p-1}\left(4^{p-1} C_{1}^{\frac{p}{2}}+4^{p-1} \Lambda_{p} C_{1}^{p}\right) \int_{0}^{t} \mathbb{E}\left((|S x|)_{s}^{p}\right) d s \\
& +4^{p-1} t^{p-1} \int_{0}^{t} \mathbb{E}\left(\left(F^{0}\right)_{s}^{p}\right) d s+4^{p-1} \Lambda_{p} t^{p-1} \int_{0}^{t} \mathbb{E}\left(\left(\sum_{k=1}^{d}\left(F^{k}\right)_{s}^{2}\right)^{p}\right) d s \\
\leq & t^{p-1}\left(4^{p-1} C_{1}^{\frac{p}{2}}+4^{p-1} \Lambda_{p} C_{1}^{p}\right)\left(t . K_{1} e^{\max \left(K_{2}, \beta\right) t p}\right) \\
& +4^{p-1} t^{p-1} C_{2}^{p} e^{\beta t p} t+4^{p-1} \Lambda_{p} t^{p-1} C_{2}^{p} e^{\beta t p} t
\end{aligned}
$$

(by the first part of the theorem, and the third assumption)

$$
\begin{aligned}
& \leq 4^{p-1}\left(1+\Lambda_{p}\right)\left(K_{1} C_{1}^{p}+C_{2}^{p}\right) t^{p} e^{\max \left(K_{2}, \beta\right) t p} \\
& =M^{p} t^{p} e^{\max \left(K_{2}, \beta\right) t p}
\end{aligned}
$$

where $M=4^{1-\frac{1}{p}}\left(1+\Lambda_{p}\right)^{\frac{1}{p}}\left(K_{1} C_{1}^{p}+C_{2}^{p}\right)^{\frac{1}{p}}$. The theorem follows.

### 2.4. Norris Lemmas

The following is a modification of Lemma 2.3.2 in [49]. We use the same notation and almost the same proof, the main difference with [49] is that we have to be careful about the exact value of $\epsilon_{0}$, and how it depends on $t_{0}$. (This is required to obtain any upper bounds on the density, regardless of issues about growth of constants.)

THEOREM 2.4.1. Let $\alpha, \beta(t), y \in \mathbb{R}^{m}$. Suppose that

$$
\gamma(t)=\left(\gamma_{1}(t), \gamma_{2}(t), \ldots, \gamma_{d}(t)\right) \in \mathbb{R}^{d}
$$

and $u(t)=\left(u_{1}(t), \ldots, u_{d}(t)\right)$ are adapted processes. Set

$$
\begin{aligned}
& \alpha(t)=\alpha+\int_{0}^{t} \beta(s) d s+\sum_{i=1}^{d} \int_{0}^{t} \gamma_{i}(s) d W_{s}^{i} \\
& Y(t)=y+\int_{0}^{t} a(s) d s+\sum_{i=1}^{d} \int_{0}^{t} u_{i}(s) d W_{s}^{i}
\end{aligned}
$$

and assume that there exists $0<t_{0}<1$ and $p \geq 2$ such that

$$
\begin{equation*}
c=\mathbb{E}\left(\sup _{0 \leq t \leq t_{0},}|\beta(t)|\right)+\mathbb{E}\left(\sup _{0 \leq t \leq t_{0}, v \in \mathbb{R}^{m},|v|=1}\left(\sum_{k=1}^{d}\left|\gamma(t)_{k}\right|^{2}\right)^{\frac{1}{2}}\right) \tag{2.4.1}
\end{equation*}
$$

$$
\left.+\mathbb{E}\left(\sup _{0 \leq t \leq t_{0}}|a(t)|\right)+\mathbb{E}\left(\sup _{0 \leq t \leq t_{0}}|u(t)|\right)\right)<\infty
$$

Then, for any $q>8$ and for any $r, \nu, \kappa>0$ such that $18 r+9 \nu+18 \kappa<q-8$ and $\kappa<1$, there exists a constant $C(\nu, \kappa) \leq 1$, depending only on $\nu$ and $\kappa$, such that for all $\epsilon \leq \epsilon_{0}=C(\nu, \kappa) t_{0}$.

Let $\omega_{1}$ denote the following event:

$$
\omega_{1}=\left\{\int_{0}^{t_{0}} Y_{t}^{2} d t<\epsilon^{q}, \int_{0}^{t_{0}}\left(|a(t)|^{2}+|u(t)|^{2}\right) d t>\epsilon\right\}
$$

We have:

$$
\begin{aligned}
\mathbb{P}\left(\omega_{1}\right) & \leq \mathbb{P}\left(\sup _{t \leq t_{0}}\left(|\beta(t)|+\left(\sum_{k=1}^{d}\left|\gamma_{k}(t)\right|^{2}\right)^{\frac{1}{2}}+|a(t)|+|u(t)|\right) \geq e^{-r}\right)+2 e^{-\epsilon^{-\nu}} \\
& \leq c \epsilon^{r p}+2 e^{-\epsilon^{-\nu}}
\end{aligned}
$$

Proof. Set

$$
\theta_{t}=\sup _{t \leq t_{0}}\left(|\beta(t)|+\left(\sum_{k=1}^{d}\left|\gamma_{k}(t)\right|^{2}\right)^{\frac{1}{2}}+|a(t)|+|u(t)|\right)
$$

Fix $q>8$ and $r, \nu, \kappa$ such that $\Delta:=q-8-18 r-9 \nu-18 \kappa>0$. Suppose that $\nu^{\prime}=\nu+2 \kappa . \nu^{\prime}$ satisfies satisfies $\Delta:=q-8-18 r-9 \nu^{\prime}>0$. Then we define the bounded stopping time

$$
T=\inf \left(s \geq 0: \sup _{0 \leq u \leq s} \theta_{u}>\epsilon^{-r}\right) \wedge t_{0}
$$

We have

$$
\mathbb{P}\left(\omega_{1}\right) \leq A_{1}+A_{2}
$$

with $A_{1}=\mathbb{P}\left(T<t_{0}\right)$ and

$$
A_{2}=\mathbb{P}\left(\omega_{1}, T=t_{0}\right)
$$

By the definition of T and condition (2.4.1), we obtain

$$
A_{1} \leq \mathbb{P}\left(\sup _{0 \leq s \leq t_{0}} \theta_{s}>\epsilon^{-r}\right) \leq \epsilon^{r p} \mathbb{E}\left(\sup _{0 \leq s \leq t_{0}} \theta_{s}^{p}\right) \leq c \epsilon^{r p}
$$

Let us introduce the following notation (summation over $i$ is implied)

$$
\begin{array}{ll}
A_{t}=\int_{0}^{t} a(s) d s, & M_{t}^{v}=\int_{0}^{t} u_{i}(s) d W_{s}^{i} \\
N_{t}^{v}=\int_{0}^{t} Y(s) u_{i}(s) d W_{s}^{i}, & Q_{t}^{v}=\int_{0}^{t} A(s) \gamma_{i}(s) d W_{s}^{i}
\end{array}
$$

Define for any $\rho_{i}>0, \delta_{i}>0, i=1,2,3$,

$$
\begin{aligned}
B_{1}^{v} & =\left(\left[N_{T}\right]<\rho_{1}, \sup _{0 \leq s \leq T}\left|N_{s}\right| \geq \delta_{1}\right) \\
B_{2}^{v} & =\left(\left[M_{T}\right]<\rho_{1}, \sup _{0 \leq s \leq T}\left|M_{s}\right| \geq \delta_{1}\right) \\
B_{3}^{v} & =\left(\left[Q_{T}\right]<\rho_{1}, \sup _{0 \leq s \leq T}\left|Q_{s}\right| \geq \delta_{1}\right) .
\end{aligned}
$$

The usual exponential martingale inequality implies $\forall v \in \mathbb{R}^{m}: \mathbb{P}\left(B_{i}^{v}\right) \leq 2 e^{-\frac{\delta_{i}^{2}}{2 \rho_{i}}}$. Our aim is to prove the following inclusion:

$$
\begin{equation*}
\left\{\omega_{1}, T=t_{0}\right\} \subset B_{1} \cup B_{2} \cup B_{3} \tag{2.4.2}
\end{equation*}
$$

for the particular choices of $\rho_{i}$ and $\delta_{i}$ :

$$
\begin{aligned}
& \rho_{1}=\epsilon^{-2 r+q}, \quad \delta_{1}=\epsilon^{q_{1}}, q_{1}=\frac{q}{2}-r-\frac{\nu^{\prime}}{2} \\
& \rho_{2}=2\left(2 t_{0}+1\right)^{\frac{1}{2}} \epsilon^{-2 r+\frac{q_{1}}{2}}, \quad \delta_{2}=\epsilon^{q_{2}}, q_{2}=\frac{q}{8}-\frac{5 r}{4}-\frac{5 \nu^{\prime}}{8}, \\
& \rho_{3}=36 t_{0} \epsilon^{-2 r+2 q_{2}}, \quad \delta_{3}=\epsilon^{q_{3}}, q_{3}=\frac{q}{8}-\frac{9 r}{4}-\frac{9 \nu^{\prime}}{8} .
\end{aligned}
$$

From the inclusion (2.4.2) we get

$$
\begin{aligned}
A_{2} & \leq 2\left(\exp \left(-\frac{\delta_{1}^{2}}{2 \rho_{1}}\right)+\exp \left(-\frac{\delta_{2}^{2}}{2 \rho_{2}}\right)+\exp \left(-\frac{\delta_{3}^{2}}{2 \rho_{3}}\right)\right) \\
& \leq 2\left(\exp \left(-\frac{1}{2} \epsilon^{-\nu^{\prime}}\right)+\exp \left(-\frac{1}{4 \sqrt{1+2 t_{0}}} \epsilon^{-\nu^{\prime}}\right)+\exp \left(-\frac{1}{72 t_{0}} \epsilon^{-\nu^{\prime}}\right)\right. \\
& \leq 2\left(\exp \left(-\frac{1}{2} \epsilon^{-\nu-\kappa} \epsilon^{-\kappa}\right)+\exp \left(-\frac{1}{4 \sqrt{1+2 t_{0}}} \epsilon^{-\nu-\kappa} \epsilon^{-\kappa}\right)+\exp \left(-\frac{1}{72 t_{0}} \epsilon^{-\nu-\kappa} \epsilon^{-\kappa}\right)\right. \\
& \leq 6\left(\exp \left(-\epsilon^{-\nu-\kappa}\right)\right)
\end{aligned}
$$

as long as $\epsilon \leq 72^{\frac{-1}{\kappa}}$. Now, for $\epsilon \leq \bar{C}(\nu, \kappa)$, for some $\bar{C}(\nu, \kappa)$, we can also conclude

$$
A_{2} \leq\left(\exp \left(-\epsilon^{-\nu}\right)\right)
$$

To conclude the above, we have also used the following:

$$
\begin{array}{r}
2 q_{1}+2 r-q=-\nu^{\prime}, \\
2 q_{2}+2 r-\frac{q_{1}}{2}-\nu^{\prime}, \\
3 q_{3}+2 r-2 q_{2}=-\nu^{\prime}
\end{array}
$$

It remains to show only the inclusion (2.4.2).
Suppose that $\omega \notin B_{1} \cup B_{2} \cup B_{3}, T(\omega)=t_{0}$, and $\int_{0}^{T} Y_{t}^{2} d t<\epsilon^{q}$. Then

$$
[N]_{T}=\int_{0}^{T} Y_{t}^{2}\left|u_{t}\right|^{2} d t<\epsilon^{-2 r+q}=\rho_{1}
$$

Then, since $\omega \notin B_{1}, \sup _{0 \leq s \leq T}\left|\int_{0}^{T} Y_{s} u_{s}^{i} d W_{s}^{i}\right| \leq \delta_{1}=\epsilon^{q_{1}}$. We also have

$$
\sup _{0 \leq s \leq T}\left|\int_{0}^{T} Y_{s} a_{s} d s\right| \leq\left(t_{0} \int_{0}^{T} Y_{t}^{2} a_{t}^{2} d t\right)^{\frac{1}{2}}<\sqrt{t_{0}} \epsilon^{-r+\frac{q}{2}}
$$

The above two points allow us to deduce that

$$
\sup _{0 \leq s \leq T}\left|\int_{0}^{T} Y_{s} d Y_{s}\right|<\sqrt{t_{0}} \epsilon^{-r+\frac{q}{2}}+\epsilon^{q_{1}}
$$

Then by Itô's formula, $Y_{t}^{2}=y^{2}+2 \int_{0}^{t} Y_{s} d Y s+[M]_{t}$, which gives the following control on the time integral of $[M]_{t}$ :

$$
\begin{aligned}
\int_{0}^{T}[M]_{t} d t & =\int_{0}^{T} Y_{t}^{2} d t-T y^{2}-2 \int_{0}^{T}\left(\int_{0}^{t} Y_{s} d Y_{s}\right) d t \\
& \leq \epsilon^{q}+2 t_{0}\left(\sqrt{t_{0}} \epsilon^{-r+\frac{q}{2}}+\epsilon^{q_{1}}\right)
\end{aligned}
$$

Now, observe that $q>q_{1}+\kappa$ and $-r+\frac{q}{2}>q_{1}+\kappa$. Therefore, as long as $\epsilon \leq 3^{\frac{-1}{\kappa}} \leq$ $\left(1+2 t_{0} \sqrt{t_{0}}\right)^{\frac{-1}{\kappa}}$ we get

$$
\int_{0}^{T}[M]_{t} d t \leq \epsilon^{q_{1}}\left(2 t_{0}+1\right)
$$

Now, since $[M]_{t}$ is an increasing process, for any $\gamma \leq T$ we have

$$
\gamma[M]_{T-\gamma}<\left(2 t_{0}+1\right) \epsilon^{q_{1}}
$$

and hence $[M]_{T}<\gamma^{-1}\left(2 t_{0}+1\right) \epsilon^{q_{1}}+\gamma \epsilon^{-2 r}$. Choosing $\gamma=\left(2 t_{0}+1\right)^{\frac{1}{2}} \epsilon^{\frac{q_{1}}{2}}$, we obtain $[M]_{T}<\rho_{2}$ (since $\epsilon<1$ ). Since $\omega \notin B_{2}$, we get

$$
\sup _{0 \leq T}\left|M_{t}\right|<\delta_{2}=\epsilon^{q_{2}}
$$

Recall that $\int_{0}^{T} Y_{t}^{2}<\epsilon^{q}$, so by Tchebychev's inequality,

$$
\lambda^{1}\left(t \in[0, T]:\left|Y_{s}(\omega)\right| \geq \epsilon^{\frac{q}{3}}\right) \leq \epsilon^{\frac{q}{3}}
$$

(here, $\lambda^{1}$ is the Lebesgue measure on $\mathbb{R}$.) Then

$$
\lambda^{1}\left(t \in[0, T]:\left|y+A_{t}(\omega)\right| \geq \epsilon^{\frac{q}{3}}+\epsilon^{q_{2}}\right) \leq \epsilon^{\frac{q}{3}}
$$

Now, as long as $C(\kappa, \nu) \leq \frac{1}{2}$, we have $\epsilon^{\frac{q}{3}} \leq \epsilon \leq \frac{t_{0}}{2}$. This means that for each $t \in[0, T]$, there exists $s \in[0, T]$ such that $|s-t| \leq \epsilon^{\frac{q}{3}}$ and $\left|y+A_{s}\right|<\epsilon^{\frac{q}{3}}+\epsilon^{q_{2}}$. It follows that

$$
\left|y+A_{t}\right| \leq\left|y+A_{s}\right|+\left|\int_{s}^{t} a_{r} d r\right|<\left(1+\epsilon^{-r}\right) \epsilon^{\frac{q}{3}}+\epsilon^{q_{2}}
$$

In particular (setting $t=0$ ), we have $|y|<\left(1+\epsilon^{-r}\right) \epsilon^{\frac{q}{3}}+\epsilon^{q_{2}}$, and for all $t \in[0, T]$ we have

$$
\left|A_{t}\right| \leq 2\left(\left(1+\epsilon^{-r}\right) \epsilon^{\frac{q}{3}}+\epsilon^{q_{2}}\right) \leq 6 \epsilon^{q_{2}}
$$

because $q_{2}<\frac{q}{3}-r$. This implies that

$$
[Q]_{T}=\int_{0}^{T} A_{t}^{2}\left|\gamma_{t}\right|^{2} d t<36 t_{0} \epsilon^{2 q_{2}-2 r}=\rho_{3}
$$

So since $\omega \notin B_{3}$, we have

$$
\left|Q_{T}\right|=\left.\left|\int_{0}^{T}\right| A_{t}\right|^{2}\left|\gamma_{t}\right|^{2} d t<36 t_{0} \epsilon^{2 q_{2}-2 r}=\rho_{3}
$$

Finally, by Itô's formula, we obtain:

$$
\begin{aligned}
\int_{0}^{T}\left(a_{t}^{2}+\left|u_{t}\right|^{2}\right) d t & =\int_{0}^{T} a_{t} d A_{t}+[M]_{T} \\
& =a_{T} A_{T}-\int_{0}^{T} A_{t} \beta_{t} d t-\int_{0}^{T} A_{t} \gamma_{i}(t) d W_{t}^{i}+[M]_{T} \\
& \leq\left(1+t_{0}\right) 6 \epsilon^{q_{2}-r}+\epsilon^{q_{3}}+2 \sqrt{2 t_{0}+1} \epsilon^{-2 r+\frac{q_{1}}{2}}<\epsilon
\end{aligned}
$$

as long as $\epsilon \leq 17^{-\frac{1}{\kappa}} \leq\left(\left(1+t_{0}\right) 6+1+2 \sqrt{2 t_{0}+1}\right)^{-\frac{1}{\kappa}}$, since $q_{2}-r, q_{3},-2 r+\frac{q_{1}}{2}>1+\kappa$.
It follows that the theorem holds for

$$
C(\nu, \kappa)=\min \left\{17^{-\frac{1}{\kappa}}, \bar{C}(\kappa, \nu), 3^{\frac{-1}{\kappa}}, 72^{\frac{-1}{\kappa}}, \frac{1}{2}\right\}=\min \left\{\bar{C}(\kappa, \nu), 72^{\frac{-1}{\kappa}}\right\}
$$

i.e.

$$
\epsilon \leq \epsilon_{0}=\min \left\{\bar{C}(\kappa, \nu), 72^{\frac{-1}{\kappa}}\right\} t_{0}
$$

## CHAPTER 3

## Foundational Lemmas

Here we introduce suitable versions of lemmas that are fundamental to the study the behaviour of SDE and multi-dimensional Brownian motion, which are the main building blocks of any proof of upper bounds.

### 3.1. Linearisation

Here we show why we can always assume that $F$ is linear.
THEOREM 3.1.1. Let $(x, \sigma, F)$ be a system, with $F, \sigma$ having derivatives up to order $o+1$ at $x$. We have, for all $\alpha \in \operatorname{Multi}(\{0,1, \ldots, d\})$ with $\#(\alpha) \leq o$,

$$
(* \sigma)^{[\alpha]}=* \sigma^{[\alpha]}
$$

In particular, the weak or strong Hörmander constants of the systems

$$
(x, \sigma, F) \quad \text { and } \quad((x, F(x)),(\sigma, F(\sigma)), \tilde{F})
$$

where $(x, F(x)),(\sigma, F(\sigma)) \in \mathbb{R}^{m+n} \simeq \mathbb{R}^{m} \otimes \mathbb{R}^{n}$ and $\tilde{F}$ denotes projection on the last $n$ components, coincide at any point.

Proof. This is a straightforward consequence of the Schwartz theorem. We prove the result by induction. The result is clear for $\#(\alpha)=1$. Next, we suppose that $\alpha=(\bar{\alpha}, i)$ for some $\bar{\alpha} \in \operatorname{Multi}(\{0,1, \ldots, d\})$ and some $i \in\{0,1, \ldots, d\}$. We have

$$
\begin{aligned}
(* \sigma)^{[\alpha]} & =\frac{\partial d F \cdot \sigma^{i}}{\partial(* \sigma)^{[\bar{\alpha}]}}-\frac{\partial d F \cdot(* \sigma)^{[\bar{\alpha}]}}{\partial \sigma^{i}} \\
& =d F \cdot \frac{\partial \sigma^{i}}{\partial(* \sigma)^{[\bar{\alpha}]}}+d^{2} F\left(\sigma^{i},(* \sigma)^{[\bar{\alpha}]}\right)-d F \cdot \frac{\partial(* \sigma)^{[\bar{\alpha}]}}{\partial \sigma^{i}}-d^{2} F\left((* \sigma)^{[\bar{\alpha}]}, \sigma^{i}\right) \\
& =d F \cdot \frac{\partial \sigma^{i}}{\partial(* \sigma)^{[\bar{\alpha}]}}+-d F \cdot \frac{\partial(* \sigma)^{[\bar{\alpha}]}}{\partial \sigma^{i}} \quad \text { (by Schwartz's theorem) } \\
& =d F \cdot \frac{\partial \sigma^{i}}{\partial * \sigma^{[\bar{\alpha}]}}+-d F \cdot \frac{\partial * \sigma^{[\bar{\alpha}]}}{\partial \sigma^{i}} \quad \text { (by the induction hypothesis) } \\
& =* \sigma^{\alpha}
\end{aligned}
$$

as expected.
The following proposition shows that so far as the tension is concerned, when proving Gaussian bounds in terms of the Euclidean distance, we can suppose that $F$ is linear:

Proposition 3.1.1. Let $(x, \sigma, F)$ be an $(L, g, G)$-tense system. Let $\tilde{F}: \mathbb{R}^{m} \otimes \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be the projection onto the last $n$ components. There exists a proper constant $\tilde{G}$ such that the system $((x, F(x)),(\sigma, d F . \sigma), \tilde{F})$ is $(L, g, \tilde{G})$-tense.

Proof. This is a straightforward verification.

### 3.2. Bounds on the norms of the solution and the Jacobian process

Here we show bounds on the Malliavin derivatives of the solution process and the Jacobian process. The main ingredient is our Gronwall-type Lemma 2.3.1.

The following is a generalisation of Proposition A. 2 in [42]:
Theorem 3.2.1. Let $\mathcal{A}=(x, F, \sigma)$ be a system such that

$$
K_{N}=\sup _{|v|=1} \sum_{k=0}^{d}\left\|\left\langle\sigma^{k}, v\right\rangle\right\|_{\partial, N}^{2} \leq G
$$

uniformly for some $G \geq 1$ and for all $N \leq o+3$ for some $o \in \mathbb{N}$. We have the following bounds on the Malliavin derivatives of $X$ and its Jacobian: There exist constants $C_{o, p}^{1}, C_{o, p}^{2}, C_{n, p}^{3}$ and $\beta_{o, p}^{1}, \beta_{o, p}^{2}, \beta_{o, p}^{3}($ for $o \leq N-3)$ such that for any $s_{1}, s_{2}, \ldots, s_{o} \in \mathbb{R}$,

$$
\begin{array}{r}
\sup _{\left|w_{1}\right|,\left|w_{2}\right|, \ldots,|v|=1}\left\|\sup _{s \leq t} D_{s_{1}}^{w_{1}} D_{s_{2}}^{w_{2}} \ldots D_{s_{o}}^{w_{o}}\left(X_{s}^{v}\right)\right\|_{p} \leq C_{o, p}^{1} e^{\beta_{o, p}^{1} t}, \\
\sup _{\left|w_{1}\right|,\left|w_{2}\right|, \ldots,\left|v_{1}\right|,\left|v_{2}\right|=1}\left\|\sup _{s \leq t} D_{s_{1}}^{w_{1}} D_{s_{2}}^{w_{2}} \ldots D_{s_{o}}^{w_{o}}\left(X_{0 \rightarrow s}^{v_{1}, v_{2}}\right)\right\|_{p} \leq C_{o, p}^{2} e^{\beta_{o, p}^{2} t}, \\
\sup _{\left|w_{1}\right|,\left|w_{2}\right|, \ldots,\left|v_{1}\right|,\left|v_{2}\right|=1}\left\|\sup _{s \leq t} D_{s_{1}}^{w_{1}} D_{s_{2}}^{w_{2}} \ldots D_{s_{o}}^{w_{o}}\left(X_{s \rightarrow 0}^{v_{1}, v_{2}}\right)\right\|_{p} \leq C_{o, p}^{3} e^{\beta_{o, p}^{3} t}, \\
\sup _{\substack{|v|=1 \\
v \in \mathbb{R}^{m}}}\left(\sup _{s \leq t} \mathbb{E}\left(\left|v^{T}\left(X_{0 \rightarrow s}-\mathrm{Id}\right)\right|^{p}\right)\right)^{\frac{1}{p}} \leq M_{o, p}^{1} t^{\frac{1}{2}} e^{\beta_{o, p}^{4} t}, \\
\sup _{\substack{|v|=1 \\
v \in \mathbb{R}^{m}}}\left(\sup _{s \leq t} \mathbb{E}\left(\left|v^{T}\left(X_{s \rightarrow 0}-\mathrm{Id}\right)\right|^{p}\right)\right)^{\frac{1}{p}} \leq M_{o, p}^{2} t^{\frac{1}{2}} e^{\beta_{o, p}^{5} t} .
\end{array}
$$

Here the supremum is over any combination of unit vectors $w_{1}, w_{2}, \ldots, w_{o} \in \mathbb{R}^{d}$, and any unit $v, v_{1}, v_{2} \in \mathbb{R}^{m}$, and the norm is the $L^{p}$ norm in expectation. In the last two inequalities, the matrix norm is the operator norm. Furthermore, the constants $C_{o, p}^{1}, C_{o, p}^{2}, C_{o, p}^{3}$ and $\beta_{o, p}^{1}, \beta_{o, p}^{2}, \beta_{o, p}^{3}$ depend only on $o, p$ and $G$, and not on $m, n, d$. Furthermore, for fixed $o$ and $p$, the constants $C_{o, p}^{1}, C_{o, p}^{2}, C_{o, p}^{3}$ and $\beta_{o, p}^{1}, \beta_{o, p}^{2}, \beta_{o, p}^{3}$ are polynomial in $G$.

Proof. The proof is mostly made of straightforward and 'classic' calculations. Because the assumption does not change up to a proper constant if we change the system into an Itô system rather than a Stratonovich one, we can work with Itô integrals.

First inequality. Differentiating the SDE formally and using standard Malliavin calculus, we have:

$$
\begin{aligned}
X_{t}^{v} & =X_{0}^{v}+\sum_{k=0}^{d} \int_{0}^{t} \sigma^{k, v}\left(X_{s}\right) d W_{s}^{k} \\
D_{s_{1}}^{w_{1}} X_{t}^{v} & =\sum_{k=1}^{d} \sigma\left(X_{s_{1}}\right)^{k, v}\left(w_{1}\right)_{k}+\sum_{k=0}^{d} \int_{0}^{t}\left\langle\partial \sigma\left(X_{s}\right)^{k, v}, D_{s_{1}}^{w_{1}} X_{s}\right\rangle_{\mathbb{R}^{m}} d W_{s}^{k} \\
& =\sigma_{s_{1}}^{w_{1}, v}+\sum_{k=0}^{d} \int_{0}^{t}\left\langle\partial \sigma_{s}^{k, v}, D_{s_{1}}^{w_{1}} X_{s}\right\rangle_{\mathbb{R}^{m}} d W_{s}^{k}
\end{aligned}
$$

where we have used the natural notations

$$
\begin{aligned}
\sigma_{s_{1}}^{w_{1}, v}=\sigma\left(X_{s_{1}}\right)^{w_{1}, v} & =\sum_{k=1}^{d} \sigma\left(X_{s_{1}}\right)^{k, v}\left(w_{1}\right)_{k} \\
\sigma_{s} & =\sigma\left(X_{s}\right)
\end{aligned}
$$

$$
\begin{gathered}
\left\langle\partial \sigma^{k, v}, \bar{v}\right\rangle=\sum_{i=1}^{m} \frac{\partial \sigma^{k, v}}{\partial x_{i}} \bar{v}_{i}, \\
\text { etc. }
\end{gathered}
$$

For the next two degrees, we also obtain similarly:

$$
\begin{aligned}
D_{s_{1}}^{w_{1}} D_{s_{2}}^{w_{2}} X_{t}^{v}= & \left\langle\partial \sigma_{s_{1}}^{k, v}, D_{s_{2}}^{w_{2}} X_{s_{1}}\right\rangle+\int_{0}^{t} \sum_{k=0}^{d}\left\langle\partial \sigma_{s}^{k, v}, D_{s_{1}}^{w_{1}} D_{s_{2}}^{w_{2}} X_{s}\right\rangle d W_{s}^{k} \\
& +\int_{0}^{t} \sum_{k=0}^{d}\left\langle\partial^{2} \sigma_{s}^{k, v}, D_{s_{1}}^{w_{1}} X_{s}, D_{s_{2}}^{w_{2}} X_{s}\right\rangle d W_{s}^{k} \quad \text { and } \\
D_{s_{1}}^{w_{1}} D_{s_{2}}^{w_{2}} D_{s_{3}}^{w_{3}} X_{t}= & \left\langle\partial \sigma_{s_{1}}^{w_{1}, v}, D_{s_{2}}^{w_{2}} D_{s_{3}}^{w_{3}} X_{s_{1}}\right\rangle+\left\langle\partial^{2} \sigma_{s_{1}}^{w_{1}, v}, D_{s_{2}}^{w_{2}} X_{s_{1}}, D_{s_{3}}^{w_{3}} X_{s_{1}}\right\rangle \\
& +\int_{0}^{t} \sum_{k=0}^{d}\left\langle\partial \sigma_{s}^{k, v}, D_{s_{1}}^{w_{1}} D_{s_{2}}^{w_{2}} D_{s_{3}}^{w_{3}} X_{s}\right\rangle d W_{s}^{k} \\
& +\int_{0}^{t} \sum_{k=0}^{d}\left\langle\partial^{2} \sigma_{s}^{k, v}, D_{s_{1}}^{w_{1}} X_{s}, D_{s_{2}}^{w_{2}} D_{s_{3}}^{w_{3}} X_{s}\right\rangle d W_{s}^{k} \\
& +\int_{0}^{t} \sum_{k=0}^{d}\left\langle\partial^{2} \sigma_{s}^{k, v}, D_{s_{1}}^{w_{1}} D_{s_{2}}^{w_{2}} X_{s}, D_{s_{3}}^{w_{3}} X_{s}\right\rangle d W_{s}^{k} \\
& +\int_{0}^{t} \sum_{k=0}^{d}\left\langle\partial^{2} \sigma_{s}^{k, v}, D_{s_{2}}^{w_{2}} X_{s}, D_{s_{1}}^{w_{1}} D_{s_{3}}^{w_{3}} X_{s}\right\rangle d W_{s}^{k} \\
& +\int_{0}^{t} \sum_{k=0}^{d}\left\langle\partial^{3} \sigma_{s}^{k, v}, D_{s_{1}}^{w_{1}} X_{s}, D_{s_{2}}^{w_{2}} X_{s}, D_{s_{3}}^{w_{3}} X_{s}\right\rangle d W_{s}^{k} .
\end{aligned}
$$

For a subset $H$ of $1,2, \ldots, o$, we write $D^{H} X_{s}$ for $D_{s_{\tilde{H}_{1}}}^{w_{\tilde{H}_{1}}} D_{s_{\tilde{H}_{2}}}^{w_{\tilde{H}_{2}}} \ldots D_{s_{\tilde{H}_{\# H}}}^{w_{\tilde{H}_{\# H}}}$, where $\tilde{H}$ is the ordered set obtained by ordering $H$ according to the natural order relation on $1,2, \ldots, o$. Now, for the general order, we get:

$$
\begin{align*}
D^{1,2,3, \ldots, o} X_{t}^{v}= & \sum_{\substack{\cup_{j=1}^{i} I_{j} \\
=\{2,3, \ldots, o\}}}\left\langle\partial^{i} \sigma_{s_{1}}^{w_{1}, v}, D^{I_{1}} X_{s_{1}}, D^{I_{2}} X_{s_{1}} \ldots, D^{I_{j}} X_{s_{1}}\right\rangle  \tag{3.2.1}\\
& +\int_{0}^{t} \sum_{k=0}^{d} \sum_{\substack{\cup_{j=1}^{i} I_{j} \\
=\{1,2,3, \ldots, o\}}}\left\langle\partial^{i} \sigma_{s}^{k, v}, D^{I_{1}} X_{s}, D^{I_{2}} X_{s} \ldots, D^{I_{j}} X_{s}\right\rangle d W_{s}^{k}
\end{align*}
$$

We can now prove the (first) claim by induction using Theorem 2.3.1: For the initial case, recall that

$$
X_{t}=X_{0}+\sum_{k=0}^{d} \int_{0}^{t} \sigma^{k}\left(X_{s}\right) d W_{s}^{k}
$$

This equation is of the form of the assumptions of Theorem 2.3.1, with $S_{0}=X_{0}, E=0, F=$ $\sigma\left(X_{s}\right)$, which satisfy the assumptions of Theorem 2.3 .1 with $\beta=0, C_{2}=G$ and all other constants being null. Therefore we can deduce that

$$
\|X\|_{p} \leq C_{0, p} e^{\beta_{0, p} t}
$$

with $C_{0, p}=(2 p(2 p-1))^{\frac{1}{p}}$ and $\beta_{0, p}=0$.
For the induction step, suppose that the inequality holds for $o \leq N-1$, we must check that it holds for $o=N$. Separating the only term that involves $N^{t h}$ order derivatives, and observing that
$D_{s_{1}}^{\cdot} X_{s_{2}}=0$ unless $s_{2} \geq s_{1}$, Eq. (3.2.1) becomes:

$$
\begin{aligned}
D^{1,2,3, \ldots, N} X_{t}= & \sum_{\substack{\cup_{j=1}^{i} I_{j} \\
=\{2,3, \ldots N\}}}\left\langle\partial^{i} \sigma_{s_{1}}^{w_{1}}, D^{I_{1}} X_{s_{1}}, D^{I_{2}} X_{s_{1}} \ldots, D^{I_{j}} X_{s_{1}}\right\rangle \\
& +\int_{\max \left(s_{i}\right)}^{t} \sum_{\substack{k=0}}^{d} \sum_{\substack{\cup_{j=1}^{i} I_{j}=\{1,2, \ldots N\} \\
i \geq 2}}\left\langle\partial^{i} \sigma_{s}^{k}, D^{I_{1}} X_{s}, D^{I_{2}} X_{s}, \ldots, D^{I_{j}} X_{s}\right\rangle d W_{s}^{k} \\
& +\int_{\max \left(s_{i}\right)}^{t} \sum_{k=0}^{d}\left\langle\partial \sigma_{s}^{k}, D^{1,2, \ldots, N} X_{t}\right\rangle .
\end{aligned}
$$

This is an equation of the form of the assumptions of Theorem 2.3.1, started at $\max \left(s_{i}\right)$ (instead of 0 ), with

$$
\begin{aligned}
E_{s}^{k} & =\left\langle\partial \sigma_{s}^{k}, .\right\rangle, \\
F^{k} & =\sum_{\substack{\cup_{j=1}^{i} I_{j}=\{1,2,3, \ldots N\} \\
i \geq 2}}\left\langle\partial^{i} \sigma_{s}^{k}, D^{I_{1}} X_{s}, D^{I_{2}} X_{s}, \ldots, D^{I_{i}} X_{s}\right\rangle \quad \text { and } \\
S_{s_{N-1}} & =\sum_{\substack{\cup_{j=1}^{i} I_{j} \\
=\{2,3, \ldots N\}}}\left\langle\partial^{i} \sigma_{s_{1}}^{w_{1}}, D^{I_{1}} X_{s_{1}}, D^{I_{2}} X_{s_{1}} \ldots, D^{I_{i}} X_{s_{1}}\right\rangle .
\end{aligned}
$$

Now by the assumption on the tension, we have that $\sum_{k=0}^{d}\left\langle E^{k}, v\right\rangle^{2} \leq \bar{G}$ for any $|v|=1$ and for some (strongly) polynomial $G$. Furthermore, again by this assumption, we have:

$$
\begin{aligned}
\left|S_{s_{N-1}}\right|^{2} & =\sum_{\substack{\cup_{j=1}^{i} I_{j} \\
=\{2,3, \ldots . . N\}}}\left\langle\partial^{i} \sigma_{s_{1}}^{w_{1}}, D^{I_{1}} X_{s_{1}}, D^{I_{2}} X_{s_{1}} \ldots, D^{I_{i}} X_{s_{1}}\right\rangle \\
& \leq G \sum_{\substack{\cup_{j=1}^{i} I_{j} \\
\{2,3, . . N\}}} \prod_{j=1}^{i}\left|D^{I_{j}} X_{s_{1}}\right|^{2},
\end{aligned}
$$

using the induction hypothesis, we get

$$
\begin{aligned}
\left\|\left|S_{s_{N-1}}\right|^{2}\right\|_{p} & \leq G \sum_{\substack{\bigcup_{j=1}^{i} I_{j} \\
=\{2,3, \ldots N\}}}\left(C_{N-1, p}\right)^{i} e^{\beta_{N-1, p} G^{2}\left(\max _{u} s_{u}\right) i} \\
& \leq 2^{N-2} G\left(C_{N-1, p}\right)^{N-1} e^{\beta_{N-1, p} G^{2}\left(\max _{u} s_{u}\right)(N-1)},
\end{aligned}
$$

and for $s \geq \max _{u}\left(s_{u}\right)$,

$$
\left\|F_{s}\right\|_{p} \leq 2^{N-1} G\left(C_{N-1, p}\right)^{N-1} e^{\beta_{N-1, p} G^{2} N\left(s-\max _{u}\left(s_{u}\right)\right)}
$$

We are now in a position to apply Theorem 2.3.1, to obtain directly:

$$
\begin{aligned}
\left\||S|^{2}\right\|_{p} & \leq C_{N, p} e^{\beta_{N-1, p} G^{2}\left(\max _{u} s_{u}\right)(N-1)} e^{\max \left(K_{2}, \beta_{N-1, p} G^{2}(N-1)\right)\left(t-\max _{u} s_{u}\right)} \\
& \leq C_{N, p} e^{\max \left(K_{2}, \beta_{N-1, p} G^{2}(N-1)\right) t}
\end{aligned}
$$

with

$$
\begin{aligned}
C_{N, p} & =\left(\left(2^{N-2} G\left(C_{N-1, p}\right)^{N-1}\right)^{p}+2 p(2 p-1)\right)^{\frac{1}{p}} \\
& \leq 2 \max \left(2^{N-2} G\left(C_{N-1, p}\right)^{N-1},(2 p(2 p-1))^{\frac{1}{p}} \quad\right. \text { and } \\
K_{2} & =2(2 G+1)+8(p-1)\left(4 G^{2}+1\right)+2(2 p-1) 2^{N-1} G\left(C_{N-1, p}\right)^{N-1} .
\end{aligned}
$$

The first result follows at once.

Second inequality: We have

$$
\begin{aligned}
X_{0 \rightarrow t}^{v, \cdot} & =v+\sum_{\substack{0 \leq k \leq d \\
1 \leq i \leq m}} \int_{0}^{t}\left(\frac{\partial \sigma^{k}\left(X_{s}\right)}{\partial e^{i}}\right)\left(X_{0 \rightarrow s}^{v, i}\right) d W_{s}^{k} \\
& =v+\sum_{0 \leq k \leq d} \int_{0}^{t}\left\langle\partial \sigma^{k}\left(X_{s}\right), X_{0 \rightarrow s}^{v, \cdot}\right\rangle d W_{s}^{k}
\end{aligned}
$$

This is an equation of the form of the assumptions of Theorem 2.3.1, with $E^{k}=\left\langle\partial \sigma^{k}, \cdot\right\rangle$, $F^{k}=0$ and $S_{0}=v$. The second inequality follows for $o=0$.

For $o=1$, formally differentiating the above equation yields:

$$
\begin{aligned}
D_{s_{1}}^{w} X_{0 \rightarrow t}^{v, \cdot} & =\left\langle\sigma^{w}\left(X_{s_{1}}\right), X_{0 \rightarrow s_{1}}^{v, \cdot}\right\rangle+\sum_{k=0}^{d} \int_{s_{1}}^{t}\left\langle\partial^{2} \sigma^{k}\left(X_{s}\right), D_{s_{1}}^{w} X_{s}, X_{0 \rightarrow s}^{v, \cdot}\right\rangle d W_{s}^{k} \\
& +\int_{s_{1}}^{t}\left\langle\partial \sigma^{k}, D_{s_{1}}^{w}\left(X_{0 \rightarrow s}^{v, \cdot}\right)\right\rangle d W_{s}^{k}
\end{aligned}
$$

Again, this satisfies the assumptions of Theorem 2.3.1, with:

$$
\begin{aligned}
E_{s}^{k} & =\left\langle\partial \sigma^{k}\left(X_{s}\right), \cdot\right\rangle \\
S_{s} & =\left\langle\sigma^{w}\left(X_{s}\right), X_{0 \rightarrow s}^{v, \cdot}\right\rangle \\
F_{s}^{k} & =\sum_{k=0}^{d} \int_{s_{1}}^{t}\left\langle\partial^{2} \sigma^{k}\left(X_{s}\right), D_{s_{1}}^{w} X_{s}, X_{0 \rightarrow s}^{v, \cdot}\right\rangle d W_{s}^{k}
\end{aligned}
$$

Therefore, the result for $o=1$ follows by using the first inequality for $o=1$ and the second inequality for $o=0$

For greater $o$, we also proceed by induction. First note that the development above for the first inequality actually shows that we an inequality of the same form for $\left|D^{1,2, \ldots, N}\left(\sigma^{w}\left(X_{t}\right)\right)\right|_{p}$ for any $w \in \mathbb{R}^{d}$, any $\left(w_{1}, s_{1}\right),\left(w_{2}, s_{2}\right), \ldots\left(w_{N}, s_{N}\right)$.

Next, observe that

$$
\begin{aligned}
D^{1,2, \ldots, o}\left(X_{0 \rightarrow t}^{v \cdot}\right) & =D^{2, \ldots, N}\left(\left\langle\partial \sigma^{w_{1}}\left(X_{s_{1}}\right), X_{0 \rightarrow s_{1}}\right\rangle\right) \\
& +\int_{s_{1}}^{t} \sum_{k=0}^{d} D^{1,2, \ldots, N}\left(\left\langle\partial \sigma^{k}\left(X_{s}\right), X_{0 \rightarrow s}^{v, \cdot}\right\rangle\right) d W_{s}^{k} \\
& =\sum_{I \cup J=\{2, \ldots, o\}}\left(\left\langle D^{I} \partial \sigma^{w_{1}}\left(X_{s_{1}}\right), D^{J} X_{0 \rightarrow s_{1}}\right\rangle\right) \\
& +\sum_{I \cup J=\{1, \ldots, o\}} \int_{s_{1}}^{t} \sum_{k=0}^{d} D^{1,2, \ldots, N}\left(\left\langle D^{I} \partial \sigma^{k}\left(X_{s}\right), D^{J} X_{0 \rightarrow s}^{v, \cdot}\right\rangle\right) d W_{s}^{k} .
\end{aligned}
$$

This fits the setting of Theorem 2.3.1 with

$$
\begin{aligned}
S_{s_{1}} & =\sum_{I \cup J=\{2, \ldots, o\}}\left\langle D^{I} \partial \sigma^{w_{1}}\left(X_{s_{1}}\right), D^{J} X_{0 \rightarrow s_{1}}\right\rangle \quad \text { (initial condition) } \\
F_{s}^{k} & =\sum_{I \cup J=\{1, \ldots, o\}, J \neq \varnothing}\left\langle D^{I} \partial \sigma^{k}\left(X_{s}\right), D^{J} X_{0 \rightarrow s}^{v, \cdot}\right\rangle \\
E_{s}^{k} & =\left\langle D^{1,2, \ldots, o} \partial \sigma^{k}\left(X_{s}\right), \cdot\right\rangle
\end{aligned}
$$

This allows us to perform the induction step by using both the first inequality for differentiation indices less than $o$ and the second inequality for differentiation indices less than $o-1$. It is clear that at each step, the constants stay polynomial ( $p, o$-dependent) functions of $G$.

Third inequality: This is again very similar to the above. We have

$$
\begin{aligned}
X_{t \rightarrow 0}^{v, \cdot} & =v-\sum_{k=1}^{d} \int_{0}^{t}\left\langle\partial \sigma^{k}\left(X_{s}\right), X_{s \rightarrow 0}^{v, \cdot}\right\rangle d W_{s}^{k} \\
& -\int_{0}^{t}\left\langle\partial \sigma^{0}\left(X_{s}\right)-\sum_{k=1}^{d}\left\langle\partial \sigma^{k}\left(X_{s}\right), \partial \sigma^{k}\left(X_{s}\right)\right\rangle, X_{s \rightarrow 0}^{v, \cdot}\right\rangle d s .
\end{aligned}
$$

This is indeed a setting for applying Theorem 2.3.1 with

$$
\begin{aligned}
S_{0} & =v \\
E_{s}^{k} & =-\left\langle\partial \sigma^{k}\left(X_{s}\right), \cdot\right\rangle \quad \text { for } \quad k \neq 0 \\
E_{s}^{0} & =-\partial \sigma^{0}\left(X_{s}\right)+\sum_{k=1}^{d}\left\langle\partial \sigma^{k}\left(X_{s}\right), \partial \sigma^{k}\left(X_{s}\right)\right\rangle \\
F & =0
\end{aligned}
$$

This allows us to conclude the case $o=0$ for the third inequality.
For higher derivatives, the situation is the same as above with the matrix function of $X_{s}$ given by $\partial \sigma^{k}\left(X_{s}\right)$ replaced by $-\partial \sigma^{0}\left(X_{s}\right)+\sum_{k=1}^{d}\left\langle\partial \sigma^{k}\left(X_{s}\right), \partial \sigma^{k}\left(X_{s}\right)\right\rangle$ for $k=0$ and with just the sign changed for $k \neq 0$ :

Writing

$$
\begin{aligned}
\mu^{k}: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m} \times \mathbb{R}^{m}, \quad & \xi \mapsto \mu^{k}(\xi)=-\partial \sigma^{k}(\xi) \quad \text { if } \quad k \neq 0 \\
& \xi \mapsto \mu^{0}(\xi)=-\partial \sigma^{0}(\xi)+\sum_{k=1}^{d}\left\langle\partial \sigma^{k}(\xi), \partial \sigma^{k}(\xi)\right\rangle \text { for } \quad k=0
\end{aligned}
$$

we can apply Theorem 2.3.1 with

$$
\begin{aligned}
S_{s_{1}} & =\sum_{I \cup J=\{2, \ldots, o\}}\left\langle D^{I} \mu^{\omega_{1}}\left(X_{s_{1}}\right), D^{J} X_{0 \rightarrow s_{1}}\right\rangle \quad \text { (initial condition) } \\
F_{s}^{k} & =\sum_{I \cup J=\{1, \ldots, o\}, J \neq \varnothing}\left\langle D^{I} \mu^{k}\left(X_{s}\right), D^{J} X_{0 \rightarrow s}^{v, \cdot}\right\rangle \\
E_{s}^{k} & =\left\langle D^{1,2, \ldots, o} \mu^{k}\left(X_{s}\right), \cdot\right\rangle .
\end{aligned}
$$

Because it is as easy to bound the sums over $k$ of the operator norms of $\mu^{k}$ as those of $\sigma^{k}$, we can, again conclude using the induction hypothesis for step less than $o-1$ and using the first inequality for step less than $o$. Again, it is clear that at each step, the constants stay ( $p, o$-dependent) polynomial functions of $G$.

We can now prove a similar development for the Ornstein-Uhlenbeck operator $L$ applied to $X$, and its Malliavin derivatives. We will need a stricter result, involving a factor of $t^{\frac{1}{2}}$, for the zero ${ }^{t h}$ order derivative. This is the analogue of Corollary A. 1 in [42], merged together with point '(4)' of the proof of Theorem 4.1 in the same paper.

THEOREM 3.2.2. Let $\mathcal{A}=(x, F, \sigma)$ be a system such that

$$
K_{N}=\sup _{|v|=1} \sum_{k=0}^{d}\left\|\left\langle\sigma^{k}, v\right\rangle\right\|_{\partial, N}^{2} \leq G
$$

uniformly for some $G \geq 1$ and for all $N \leq o+3$ for some $o \in \mathbb{N}$. Let $L$ denote the Ornstein Uhlenbeck operator: for $v_{1} \in \mathbb{R}^{d}$ and $v_{2} \in \mathbb{R}^{m}$,

$$
L^{v_{1}, v_{2}}=L^{v_{1}}\left(X^{v_{2}}\right)=-\sum_{i=1}^{d}\left(v_{1}\right)_{i} \delta^{i}\left(D^{i}\left(X^{v_{2}}\right)\right)
$$

$$
\begin{aligned}
L^{k, v} & =L^{e^{k}, v_{2}} \\
L^{v} & =\sum_{k} L^{k, v}=-\delta\left(D\left(X^{v}\right)\right),
\end{aligned}
$$

for all $p \in \mathbb{N}$, there exist constants $M, \gamma, C_{o}$, and $K_{o}$, depending only on $o, p, G$, and polynomial in $G$ for fixed $o, p$, such that for any combination of unit vectors $w_{1}, w_{2}, \ldots, w_{o} \in \mathbb{R}^{d}$, any $s_{1}, s_{2}, \ldots, s_{o} \in \mathbb{R}$, and any unit $v \in \mathbb{R}^{m}$,

$$
\begin{aligned}
& \sup _{\left|w_{1}\right|,\left|w_{2}\right|, \ldots,|v|=1} \sup _{0 \leq s_{1}, s_{2}, \ldots, s_{o} \leq t}\left\|\sup _{s \leq t} D_{s_{1}}^{w_{1}} D_{s_{2}}^{w_{2}} \ldots D_{s_{o}}^{w_{o}}\left(L_{s}^{v}\right)\right\|_{p} \leq C_{o} e^{K_{o} t}, \quad \text { and } \\
& \sup _{|v|=1}\left\|\sup _{s \leq t} L_{s}^{v}\right\|_{p} \leq M t^{\frac{1}{2}} e^{\gamma t}
\end{aligned}
$$

Proof. By the same remark as in the Proof of 3.2 .1 , we can suppose $w_{1}, \ldots, v$ are fixed as long as all calculations on the norms of $E, F$ are uniform over that choice. We have that

$$
L_{t}=\sum_{k=1}^{d} \int_{0}^{t} \sigma^{k}\left(X_{s}\right) d W_{s}^{k}+\sum_{k=0}^{d} \int_{0}^{t}\left(\left\langle\partial \sigma^{k}, L_{s}\right\rangle-\left\langle\partial^{2} \sigma^{k}\left(X_{s}\right), D X_{s}, D X_{s}\right\rangle\right) d W_{s}^{k}
$$

This puts us in the situation of Theorem 2.3.1 with

$$
\begin{aligned}
S_{0} & =0 \\
F_{s}^{k} & =\sigma^{k}\left(X_{s}\right) 1_{k \neq 0}-\left\langle\partial^{2} \sigma^{k}\left(X_{s}\right), D X_{s}, D X_{s}\right\rangle \\
E^{k} & =\partial \sigma^{k}\left(X_{s}\right)
\end{aligned}
$$

The assumptions on the system, along with the first inequality of Theorem 3.2.1, shows that the assumptions of Theorem 2.3.1 are satisfied, and since $S_{0}=0$, we can even apply the second part of Theorem 2.3.1. It follows immediately that $\left\|L^{v}\right\|_{p} \leq M t^{\frac{1}{2}} e^{\gamma t}$ for appropriate proper constants $M, \gamma$.

Now, for the induction case, differentiating Eq. (3.2.2), we get, using the same notations as in the proof of Theorem 2.3.1 (write $N=o$ )

$$
\begin{aligned}
D_{s_{1}}^{w_{1}} & D_{s_{2}}^{w_{2}} \ldots D_{s_{o}}^{w_{o}}\left(L_{t}^{v}\right) \\
= & D^{2, \ldots, N} \sigma^{\omega_{1}}\left(X_{s_{1}}\right)+\sum_{\substack{I \cup J=\\
\{2, \ldots, N\}}}\left\langle D^{I} \partial \sigma^{\omega_{1}}\left(X_{s_{1}}\right), D^{J} L_{s_{1}}\right\rangle \\
& -\sum_{\substack{I \cup J \cup Q \\
=\{2, \ldots, N\}}}\left\langle D^{I} \partial^{2} \sigma^{\omega_{1}}\left(X_{s_{1}}\right), D^{J}\left(X_{s_{1}}\right), D^{Q}\left(X_{s_{1}}\right)\right\rangle \\
& +\int_{s_{1}}^{t} \sum_{k=0}^{d} D^{1, \ldots, N} \sigma^{k}\left(X_{s}\right) d W_{s}^{k}+\int_{s_{1}}^{t} \sum_{k=0}^{d} \sum_{\substack{I \cup J=\\
\{1, \ldots, N\}}}\left\langle D^{I} \partial \sigma^{k}\left(X_{s}\right), D^{J} L_{s}\right\rangle d W_{s}^{k} \\
& -\int_{s_{1}}^{t} \sum_{k=0}^{d} \sum_{\substack{I \cup J \cup Q \\
=\{1, \ldots, N\}}}\left\langle D^{I} \partial^{2} \sigma^{k}\left(X_{s}\right), D^{J}\left(X_{s}\right), D^{Q}\left(X_{s}\right)\right\rangle d W_{s}^{k} \\
= & D^{2, \ldots, N} \sigma^{\omega_{1}}\left(X_{s_{1}}\right)+\sum_{\substack{I \cup J=\\
\{2, \ldots, N\}}}\left\langle D^{I} \partial \sigma^{\omega_{1}}\left(X_{s_{1}}\right), D^{J} L_{s_{1}}\right\rangle \\
& -\sum_{\substack{I \cup J \cup Q}}\left\langle D^{I} \partial^{2} \sigma^{\omega_{1}}\left(X_{s_{1}}\right), D^{J}\left(X_{s_{1}}\right), D^{Q}\left(X_{s_{1}}\right)\right\rangle \\
& +\int_{\left.s_{1}, \ldots, N\right\}}^{t} \sum_{k=0}^{d} D^{1, \ldots, N} \sigma^{k}\left(X_{s}\right) d W_{s}^{k}+\int_{s_{1}}^{t} \sum_{k=0}^{d} \sum_{I \cup J=\{1, \ldots, N\} ;}^{I \neq \varnothing}
\end{aligned}
$$

$$
\begin{aligned}
& -\int_{s_{1}}^{t} \sum_{k=0}^{d} \sum_{\substack{I \cup J \cup Q \\
=\{1, \ldots, N\}}}\left\langle D^{I} \partial^{2} \sigma^{k}\left(X_{s}\right), D^{J}\left(X_{s}\right), D^{Q}\left(X_{s}\right)\right\rangle d W_{s}^{k} \\
& +\int_{s_{1}}^{t} \sum_{k=0}^{d}\left\langle\partial \sigma^{k}\left(X_{s}\right), D^{1,2, \ldots, N} L_{s}\right\rangle d W_{s}^{k}
\end{aligned}
$$

This fits the setting of Theorem 2.3.1 with:

$$
\begin{aligned}
S_{s_{1}}= & D^{2, \ldots, N} \sigma^{\omega_{1}}\left(X_{s_{1}}\right)+\sum_{\substack{I \cup J J=\\
\{2, \ldots, N\}}}\left\langle D^{I} \partial \sigma^{\omega_{1}}\left(X_{s_{1}}\right), D^{J} L_{s_{1}}\right\rangle \\
& -\sum_{\substack{I \cup J \cup Q \\
=\{2, \ldots, N\}}}\left\langle D^{I} \partial^{2} \sigma^{\omega_{1}}\left(X_{s_{1}}\right), D^{J}\left(X_{s_{1}}\right), D^{Q}\left(X_{s_{1}}\right)\right\rangle, \\
F_{s}^{k}= & D^{1, \ldots, N} \sigma^{k}\left(X_{s}\right)+\sum_{k=0}^{d} \sum_{\substack{I \cup J=\{1, \ldots, N\} \\
I \neq \varnothing}}\left\langle D^{I} \partial \sigma^{k}\left(X_{s}\right), D^{J} L_{s}\right\rangle d W_{s}^{k} \\
& -\sum_{\substack{I \cup J \cup Q \\
=\{1, \ldots, N\}}}\left\langle D^{I} \partial^{2} \sigma^{k}\left(X_{s}\right), D^{J}\left(X_{s}\right), D^{Q}\left(X_{s}\right)\right\rangle, \\
E_{s}^{k}= & \partial \sigma^{k}\left(X_{s}\right) .
\end{aligned}
$$

Similarly to the proof of Theorem 3.2.1, the conditions of Theorem 2.3.1 are satisfied with suitable constants (polynomial in $G$ and depending only on $o, p, G$ ), by the induction hypothesis and by the first inequality of Theorem 2.3.1.

The last two inequalities are derived similarly using the last part of Theorem 2.3.1. This concludes the proof.

### 3.3. Bounds on the inverse Malliavin covariance matrix.

Here we show the invertibility of the Malliavin covariance matrix and prove upper bounds for the expected norms of the inverse. The main ingredient in the weak Hörmander case is our generalisation of the Norris Lemma 2.4.1.

We need the following classic lemma. The proof is inspired from [49] and from the explicit expansion on page 45 of [2], cf. also Lemma 4.2 page 23 in [50].

LEMMA 3.3.1. Let $\gamma$ be a symmetric non-negative definite $n \times n$ matrix. We assume that, for fixed $p \geq 2, \mathbb{E}\left(\|\gamma\|_{\mathrm{Fr}}^{p+1}\right)<\infty$ where $\|\cdot\|_{\mathrm{Fr}}$ denotes the Frobenius norm, and that $\exists \epsilon_{0}, C_{1}, C_{2}>0$ such that $\forall \epsilon \leq \epsilon_{0}$,

$$
\sup _{\xi=1} \mathbb{P}\left(\langle\gamma \xi, \xi\rangle<C_{1} \epsilon\right)<C_{2} \epsilon^{p+1+2 n} .
$$

Then we have:

$$
\mathbb{E}\left(\lambda_{*}(\gamma)^{-p}\right) \leq C_{1}^{-p} C_{2}\left(1+p(2 \sqrt{n})^{n}+p \mathbb{E}\left(\|\gamma\|_{\mathrm{Fr}}^{p+1}\right)\right) \epsilon_{0}^{-p}
$$

where $\lambda_{*}(\gamma)$ denotes the smallest eigenvalue of $\gamma$. This immediately gives:

$$
\mathbb{E}\left(\left(\gamma^{-1}\right)_{i j}^{p}\right) \leq C_{1}^{-p} C_{2}\left(1+p(2 \sqrt{n})^{n}+p \mathbb{E}\left(\|\gamma\|_{\mathrm{Fr}}^{p+1}\right)\right) \epsilon_{0}^{-p} .
$$

Proof. The proof is essentially the same as the proof in [49]. We assume that $C_{1}, C_{2}=1$, the more general case is a straightforward modification.

First, we will need the following elementary result:
Lemma 3.3.2. For any $\mu<1 / 2$, a unit sphere in a space of dimension $n$ can be covered by at most $\left(\frac{2 \sqrt{n}}{\mu}\right)^{n}$ balls or radius $\mu$ with centres on the sphere.

Proof. Consider the grid of points whose coordinates are multiples of $\frac{\mu}{\sqrt{n}(1+\varepsilon)}$, for some small positive $\varepsilon$. For each grid point $x \in X$ (where $X$ is the set of points within $\frac{\mu}{\sqrt{n}}$ distance of the sphere), pick the point $s(x)$ on the sphere closest to $x$. The balls centered at the $s(x)$ and with radii $\frac{\mu}{2}$ cover the unit sphere. Indeed, by the triangle inequality, $B(s(x), \mu) \subset B\left(x, \frac{\mu}{2}\right)$, and since the balls $B\left(x, \frac{\mu}{2}\right)$ for $x$ in the the grid cover the while space, those which intersect the sphere (precisely the ones with $x \in X$ ) cover the sphere. The cardinality of $X$ is clearly less than $\left(\frac{2 \sqrt{n}(1+\varepsilon)}{\mu}\right)^{n}$. Making $(1+\varepsilon)$ tend to zero gives the result.

Now, we proceed as in [49] (for simplicity, we write $\lambda$ for $\lambda_{*}(\gamma)$ ). Fix $\epsilon<0$, let $v_{1}, v_{2}, \ldots, v_{N}$ be a finite set of points on the sphere satisfying the condition of the lemma above with $\mu=\frac{\epsilon^{2}}{2}$. Here $N=(4 \sqrt{n})^{n} \epsilon^{-2 n}$. Then we have:

$$
\begin{aligned}
\mathbb{P}(\lambda<\epsilon) & =\mathbb{P}\left(\inf _{|v|=1} v^{T} \gamma v<\epsilon\right) \\
& \leq \mathbb{P}\left(\inf _{|v|=1} v^{T} \gamma v<\epsilon,\|\gamma\|_{\mathrm{Fr}} \leq \epsilon\right)+P\left(\|\gamma\|_{\mathrm{Fr}} \geq \epsilon\right)
\end{aligned}
$$

Suppose that $\|\gamma\|_{\mathrm{Fr}} \leq \epsilon$, and that $\left|v_{k}^{T} \gamma v_{k}\right| \geq 2 \epsilon$ for all $k$, then for any unit vector $v$ we have (choosing $k$ such that $v_{k}$ is closest to $v$, and in particular within $\frac{\epsilon^{2}}{2}$ of $v$ )

$$
\begin{aligned}
v^{T} \gamma v & \geq v_{k}^{T} \gamma v_{k}-\left|v^{T} \gamma v-v_{k}^{T} \gamma v_{k}\right| \\
& \geq 2 \epsilon-\left(\left|v^{T} \gamma v-v^{T} \gamma v_{k}\right|+\left|v^{T} \gamma v_{k}-v_{k}^{T} \gamma v_{k}\right|\right) \\
& \geq 2 \epsilon-2\|\gamma\|_{\mathrm{Fr}}\left|v-v_{k}\right| \\
& \geq \epsilon
\end{aligned}
$$

This means that if $\inf _{|v|=1}\left|v^{T} \gamma v\right|<\epsilon$, then $v_{l}^{T} \gamma v_{k}<\epsilon$ for all $k$. Therefore, we have:

$$
\begin{aligned}
\mathbb{P}(\lambda<\epsilon) & \leq \mathbb{P}\left(\exists k,\left|v_{k}^{T} \gamma v_{k}\right|<2 \epsilon\right)+\mathbb{P}\left(\|\gamma\|_{\mathrm{Fr}}>\epsilon\right) \\
& \leq(4 \sqrt{n})^{n} \epsilon^{-2 n}(2 \epsilon)^{p+1+2 n}+\epsilon^{p+1} \mathbb{E}\left(\|\gamma\|_{\mathrm{Fr}}^{p+1}\right) \\
& \leq\left((4 \sqrt{n})^{n} 2^{p+1+2 n}+\mathbb{E}\left(\|\gamma\|_{\mathrm{Fr}}^{p+1}\right)\right) \epsilon^{p+1}
\end{aligned}
$$

Now,

$$
\begin{aligned}
\mathbb{E}\left(\lambda^{-p}\right) & =\int_{0}^{\infty} \mathbb{E}\left(\lambda^{-p}>y\right) d y \\
& =\int_{0}^{\epsilon_{0}^{-p}} 1 d y+\int_{\epsilon_{0}^{-p}}^{\infty} \mathbb{P}\left(\lambda^{-p}>y\right) d y \\
& \leq \epsilon_{0}^{-p}+\int_{0}^{\epsilon_{0}^{-p}}\left((4 \sqrt{n})^{n} 2^{p+1+2 n}+\mathbb{E}\left(\|\gamma\|_{\mathrm{Fr}}^{p+1}\right)\right) \epsilon^{p+1} \epsilon^{-p-1}(p-1) d \epsilon \\
& \leq \epsilon_{0}^{p}\left(p\left((4 \sqrt{n})^{n} 2^{p+1+2 n}+\mathbb{E}\left(\|\gamma\|_{\mathrm{Fr}}^{p+1}\right)\right)+1\right)
\end{aligned}
$$

For the last part, observe that

$$
\left|\gamma_{i j}^{-1}\right|=\left\langle\gamma_{i j}^{-1} e_{j}, e_{i}\right\rangle \leq\left|\gamma_{i j}^{-1} e_{j}\right| \leq \lambda_{*}(\gamma)^{-1}
$$

Proposition 3.3.3. Let $(x, \sigma, F)$ be a $(1, g, G)$-tense $(g \geq 3)$, uniformly $H$-elliptic system. Let $\Gamma_{t}^{i, j}$ denote the Malliavin covariance matrix $\left(\right.$ of $Y_{t}=F\left(X_{t}\right)$ ) at time $t$. For any $1 \leq p$ there exist strongly polynomial constants $C_{p}$ and $M_{p}$ such that for any $t \leq M_{p}$,

$$
\mathbb{E}\left(\lambda_{*}(\Gamma)^{-p}\right) \leq C_{p} t^{-p}
$$

where for a symmetric matrix $A, \lambda_{*}(A)$ denotes the minimum eigenvalue of $A$.

Proof. First note that by linearisation as in 3.1.1, we can suppose that $F$ is linear. For any unit $v \in \mathbb{R}^{n}$, we have

$$
v^{T} \gamma_{t} v=\int_{0}^{t} \sum_{k=1}^{d}\left(v^{T} * X_{0 \rightarrow t} X_{0 \rightarrow s}^{-1} \sigma^{k}\left(X_{s}\right)\right)^{2} d s
$$

From this we obtain further,

$$
\begin{aligned}
\mathbb{E}\left(\left|v^{T} \Gamma_{t} v\right|^{p+1}\right) & \leq \mathbb{E}\left(\left(\int_{0}^{t} \sum_{k=1}^{d}\left|v^{T} * X_{0 \rightarrow t} X_{0 \rightarrow s}^{-1} \sigma^{k}\left(X_{s}\right)\right|^{2} d s\right)^{p+1}\right) \\
& \leq G^{p+1} \mathbb{E}\left(\left(\int_{0}^{t}\left|v^{T} * X_{0 \rightarrow t} X_{0 \rightarrow s}^{-1}\right|^{2} d s\right)^{p+1}\right) \\
& \leq G^{p+1} C_{p} e^{\beta_{p} t}
\end{aligned}
$$

where $C_{p}$ is a strongly polynomial constant and we have used Proposition 3.2.1. Therefore, for $t \leq M_{p}=\frac{1}{\beta_{p}}\left(M_{p}\right.$ being a strongly polynomial), we do have that $\mathbb{E}\left(\left|\gamma_{t}\right|^{p+1}\right)$ is bounded above by a proper constant.

Fix $\epsilon>0$. Define for any $\varepsilon$ the following event

$$
\Omega=\Omega_{\epsilon, \varepsilon, v}=\left\{\exists s: t-\epsilon \leq s \leq t:\left(\left|v^{T} *\left(X_{t-\epsilon \rightarrow t}-\mathrm{Id}\right)\right| \geq \varepsilon \vee\left|v^{T} *\left(X_{s \rightarrow t-\epsilon}-\mathrm{Id}\right)\right| \geq \varepsilon\right)\right\}
$$

where $\varepsilon$ is some fixed constant to be fixed later. the matrix norm used is the operator norm (the constants would no longer be proper if we used the Frobenius norm). Outside $\Omega$, we have for any $t-\epsilon \leq s \leq t$,

$$
\begin{aligned}
& \sum_{k=1}^{d}\left|v^{T} * X_{s \rightarrow t} \sigma^{k}\left(X_{s}\right)\right|^{2} \\
& =\sum_{k=1}^{d}\left|v^{T} * \sigma_{s}^{k}+v^{T} *\left(X_{s \rightarrow t}-\mathrm{Id}\right) \sigma_{s}^{k}\right|^{2} \\
& =\sum_{k=1}^{d}\left|v^{T} * \sigma_{s}^{k}\right|^{2}+\sum_{k=1}^{d}\left(v^{T} * \sigma_{s}^{k}\right)\left(v^{T} *\left(X_{s \rightarrow t}-\mathrm{Id}\right) \sigma_{s}^{k}\right)+\sum_{k=1}^{d}\left|v^{T} *\left(X_{s \rightarrow t}-\mathrm{Id}\right) \sigma_{s}^{k}\right|^{2} \\
& \geq \frac{H}{2}-\sqrt{\left|\sum_{k=1}^{d} v^{T} * \sigma_{s}^{k}\right|^{2}} \sqrt{\left|\sum_{k=1}^{d} v^{T} *\left(X_{s \rightarrow t}-\mathrm{Id}\right) \sigma_{s}^{k}\right|^{2}}
\end{aligned}
$$

(Cauchy Schwarz)

$$
\geq \frac{H}{2}-\sqrt{\left|v^{T} *\right|^{2} G} \sqrt{\left(\left|v^{T} *\left(X_{s \rightarrow t}-\mathrm{Id}\right)\right|^{2} G\right)}
$$

$$
\geq \frac{H}{2}-\sqrt{G^{3}} 3 \varepsilon \sqrt{G^{3}}
$$

(Note that if $\left|v^{T} *\left(X_{t-\epsilon \rightarrow t}-\mathrm{Id}\right)\right|,\left|v^{T} *\left(X_{s \rightarrow t-\epsilon}-\mathrm{Id}\right)\right| \leq \varepsilon$, then $\left|v^{T} *\left(X_{s \rightarrow t}-\mathrm{Id}\right)\right| \leq 3 \varepsilon$ ). Therefore, we pick $\varepsilon=\frac{H}{15 G^{3}}$ ( $\varepsilon$ is still a proper constant).

For this choice of $\varepsilon$, we now have, outside $\Omega$, for any unit vector $v \in \mathbb{R}^{n}$ :

$$
\begin{aligned}
v^{T} \Gamma v & =\int_{0}^{t} \sum_{k=1}^{d}\left|v^{T} * \sigma_{s}^{k}+v^{T} *\left(X_{s \rightarrow t}-\mathrm{Id}\right) \sigma_{s}^{k}\right|^{2} d s \\
& \geq \int_{t-\epsilon}^{t} \sum_{k=1}^{d}\left|v^{T} * \sigma_{s}^{k}+v^{T} *\left(X_{s \rightarrow t}-\mathrm{Id}\right) \sigma_{s}^{k}\right|^{2} d s \\
& >\frac{H}{4} \epsilon .
\end{aligned}
$$

This implies that $\mathbb{P}\left(\lambda_{*}(\Gamma)<\epsilon\right) \leq \mathbb{P}(\Omega)$.
Now, note that for any $1 \leq q \leq g$ and any $\epsilon \leq t$,

$$
\begin{aligned}
\mathbb{P}(\Omega) & \leq \mathbb{P}\left(\sup _{t-\epsilon \leq s \leq t}\left|v^{T} *\left(X_{t-\epsilon \rightarrow s}-\mathrm{Id}\right)\right| \geq \varepsilon\right)+\mathbb{P}\left(\sup _{t-\epsilon \leq s \leq t}\left|v^{T} *\left(X_{s \rightarrow t-\epsilon}-\mathrm{Id}\right)\right| \geq \varepsilon\right) \\
& \leq \varepsilon^{-q} \mathbb{E}\left(\sup _{t-\epsilon \leq s \leq t}\left|v^{T} *\left(X_{t-\epsilon \rightarrow s}-\mathrm{Id}\right)\right|^{q}\right)+\varepsilon^{-q} \mathbb{E}\left(\sup _{t-\epsilon \leq s \leq t}\left|v^{T} *\left(X_{s \rightarrow t-\epsilon}-\mathrm{Id}\right)\right|^{q}\right) \\
& =\varepsilon^{-q} \int \mathbb{E}\left(\sup _{t-\epsilon \leq s \leq t}\left|v^{T} *\left(X_{t-\epsilon \rightarrow s}-\mathrm{Id}\right)\right|^{q} \mid X_{t-\epsilon}=z\right) d \mu(z) \\
& +\varepsilon^{-q} \int \mathbb{E}\left(\sup _{t-\epsilon \leq s \leq t}\left|v^{T} *\left(X_{s \rightarrow t-\epsilon}-\mathrm{Id}\right)\right|^{q} \mid X_{t-\epsilon}=z\right) d \mu(z) \\
& \leq C_{q} \epsilon^{\frac{q}{2}} e^{\beta_{q} \epsilon} \leq C_{q} \epsilon^{\frac{q}{2}} e^{\beta_{q} t}
\end{aligned}
$$

for some strongly polynomial constants $\beta_{q}$ and $C_{q}$. Here $\mu(\cdot)$ denotes the probability measure associated to the random variable $X_{t-\epsilon}$, and we have used the fact that the results in Proposition 3.2.1 involve only proper constants, and are therefore independent of the starting point assuming uniformity.

Pick $q=3+p$ Set

$$
M_{p}=\min \left(\frac{1}{\beta_{q}}, \frac{1}{2}\right)
$$

(this is a strongly polynomial constant). Now we have that for any $t \leq M_{p}$,

$$
\mathbb{P}(\Omega) \leq C_{q} e \epsilon^{\frac{q}{2}}
$$

To summarise, for any $\epsilon \leq \epsilon_{0}:=t$, we have that for any $v \in \mathbb{R}^{n}$,

$$
\mathbb{P}\left(v^{T} \Gamma v \leq \epsilon\right) \leq \mathbb{P}(\Omega) \leq C_{q} e \epsilon^{\frac{q}{2}}
$$

Using Lemma 3.3.1 over all unit $v \in \mathbb{R}^{n}$, and using the fact that $\mathbb{E}\left(|\Gamma|^{p+1}\right)$ is a strongly polynomial constant, we get that

$$
\mathbb{E}\left(\lambda_{*}(\Gamma)^{-p}\right) \leq K_{p} t^{-p}
$$

for some strongly polynomial constant $K_{p}$, as expected.
We now proceed to the proof of our estimate on the Malliavin covariance matrix in the weak Hörmander case. This proof requires some of the notation and facts of Part 2.

Proposition 3.3.4. Let $(x, \sigma, F)$ be a uniformly $(L, g, G)$-tense $(g \geq 3)$, uniformly $\left(L, H_{L}\right)$ weak Hörmander system. Let $\Gamma_{t}^{i, j}$ denote the Malliavin covariance matrix (of $Y_{t}=F\left(X_{t}\right)$ ) at time $t$. For any $1 \leq p$, there exist polynomial constants $M_{p}$ and $C_{p}$, such that for any $t \leq M_{p}$,

$$
\mathbb{E}\left(\lambda_{*}(\Gamma)^{-p}\right) \leq C_{p} t^{-p 2^{4(L-1)+1}}
$$

where for a symmetric matrix $A, \lambda_{*}(A)$ denotes the minimum eigenvalue of $A$.
Proof (with constants depending polynomially on $m$ and faster than exponentially on $d$ ). We fix $0<\rho<2^{-4 L-1}$, and fix $\ell>2^{4(L+1)}>\frac{2}{\rho}$.

Claim 1: Let as usual $\tau$ denote the truncation operation on multi-indices. Let

$$
s \in \operatorname{span}_{\substack{\#(\alpha) \leq \ell \\ \alpha_{\# \alpha} \neq 0}} e^{\alpha}
$$

be such that

$$
\sum_{\substack{\#(\alpha) \leq \ell \\ \alpha \neq \alpha \neq 0}}\left(s^{\alpha}\right)^{2} \geq K
$$

for some polynomial $K$. For any $p \geq 1$, there are polynomial constants $C_{p}$ and $D_{p}$ such that for any $\epsilon \leq D_{p}$, we have

$$
\mathbb{P}\left(\int_{0}^{\epsilon^{\rho}}\left(\sum_{\substack{\#(\alpha) \leq \ell \\ \alpha \neq(0)}} s^{\alpha} W^{\tau(\alpha)}\right)^{2} d s \leq \epsilon\right) \leq C_{p} \epsilon^{p}
$$

## Proof of the Claim 1.

The proof of this is similar to classical proofs of the Hörmander theorem. Sketch of proof: Define the sets

$$
\begin{aligned}
& E_{j}=\left\{\int_{t-\epsilon^{\rho}}^{t}\left(\sum_{\substack{\#(\alpha) \leq \ell \\
\alpha \neq(0)}} s^{\alpha} W^{\tau^{j+1}(\alpha)}\right)^{2} d s \leq \epsilon^{m(j)}\right\}, \\
& m(j)=2^{-4(j-1)}, \\
& F=E_{1} \cap E_{2} \cap \ldots \cap E_{\ell}, \\
& \Omega_{\text {free }}=\left\{\sup _{s \in\left[t-\epsilon^{\rho}, t\right] \#(\alpha) \leq \ell} \sup \left|W^{\alpha}\right| \geq 1\right\} .
\end{aligned}
$$

On the event $F \cap \Omega_{\text {free }}^{c}$, we have

$$
(L+1) \epsilon^{m(L)}>\bar{K} \epsilon^{\rho}
$$

where $\bar{K}$ is a polynomial constant depending linearly on $K$ coming from Stratonovich-Itô transformations.

In other words, for $\epsilon \leq \epsilon_{0}=\min \left(\left(\frac{H}{4(L+1)}\right)^{\frac{1}{m(L)-\rho}}, t^{\frac{1}{\rho}}\right)$, we have that $\Omega_{\text {free }}^{c} \cap F=\varnothing$. An application of the Norris Lemma 2.4.1 with $\nu=\frac{1}{2}, r=\frac{1}{18}, q=15$ shows

$$
\mathbb{P}\left(E_{i} \cap E_{i+1}^{c} \cap \Omega^{c}\right) \leq C e^{-\epsilon^{-\nu}}
$$

for some polynomial $C$, as long as

$$
\epsilon \leq \min \left((d+1)^{-(L+1) 240 \times 2^{4(L-1)}}, t^{\frac{1}{\rho}},(d+1)^{-(L+1) 240 \times 2^{4(L-1)}}\right)
$$

An application of Theorem 2.1.1 shows, that there exist polynomial $D_{\text {free, } p}$ an $C_{\text {free, } p}$ such that for any $\epsilon \leq D_{\text {free, } p}$, we have

$$
\begin{equation*}
\mathbb{P}\left(\Omega_{\text {free }}\right) \leq C_{\text {free }, p} \epsilon^{p} \tag{3.3.1}
\end{equation*}
$$

Claim 1 follows.
Claim 2: Let

$$
\Omega^{J}=\left\{\sup _{t-\epsilon^{\rho} \leq s \leq t}\left|X_{s \rightarrow t-\epsilon^{\rho}}\right|,\left|X_{t-\epsilon^{\rho} \rightarrow s}\right| \geq 1 / 2\right\} .
$$

There exist polynomial constants $C_{J, p}$ and $D_{J, p}$ such that for any $\epsilon \leq D_{J, p}$,

$$
\begin{equation*}
\mathbb{P}\left(\Omega^{J} \geq 1 / 2\right) \leq C_{J, p} \epsilon^{p} \tag{3.3.2}
\end{equation*}
$$

Proof of Claim 2. For any fixed unit vectors $u, v \in \mathbb{R}^{m}$, Theorem 2.3.1 and Markov's inequality ensures that (for some proper constants $D_{p}, C_{p}$ and for all $\epsilon \leq D_{p}$ ), we have

$$
\mathbb{P}\left(\sup _{t-\epsilon^{\rho} \leq s \leq t}\left|X_{s \rightarrow t-\epsilon^{\rho}}^{u, v}\right|,\left|X_{t-\epsilon^{\rho} \rightarrow s}^{u, v}\right| \geq \varepsilon\right) \leq C_{p} \epsilon^{p}
$$

The claim follows upon bounding the operator norm by the Frobenius norm and taking $\varepsilon=\frac{1}{2 m^{2}}$.
We now continue with the Proof of Proposition 3.3.4.

Let us write the following backwards stochastic Taylor expansion:

$$
\begin{aligned}
X_{s \rightarrow 0} V\left(X_{s}\right)= & V\left(X_{0}\right)+\sum_{k=1}^{d} \int_{0}^{s} X_{u \rightarrow 0}\left[\sigma^{k}, V\right]\left(X_{u}\right) d W_{u}^{k} \\
& +\int_{0}^{s} X_{u \rightarrow 0}\left(\left[\sigma^{0}, V\right]\left(X_{u}\right)+\frac{1}{2} \sum_{k=1}^{d}\left[\sigma^{k},\left[\sigma^{k}, V\right]\right]\left(X_{u}\right)\right) d u \\
& =V\left(X_{0}\right)+\sum_{k=1}^{d} \int_{0}^{s} X_{u \rightarrow 0}\left[\sigma^{k}, V\right]\left(X_{u}\right) \circ d W_{u}^{k} \\
& +\int_{0}^{s} X_{u \rightarrow 0}\left(\left[\sigma^{0}, V\right]\left(X_{u}\right)\right) d s
\end{aligned}
$$

and similarly,

$$
\begin{aligned}
X_{t-s \rightarrow 0} V\left(X_{t-s}\right)= & V\left(X_{t}\right)+\sum_{k=1}^{d} \int_{t}^{t-s} X_{u \rightarrow t}\left[\sigma^{k}, V\right]\left(X_{u}\right) d W_{u}^{k} \\
& +\int_{t}^{t-s} X_{u \rightarrow t}\left(\left[\sigma^{0}, V\right]\left(X_{u}\right)+\frac{1}{2} \sum_{k=1}^{d}\left[\sigma^{k},\left[\sigma^{k}, V\right]\right]\left(X_{u}\right)\right) d u \\
& =V\left(X_{t}\right)+\sum_{k=1}^{d} \int_{0}^{s} X_{t-u \rightarrow t}\left[\sigma^{k}, V\right]\left(X_{u}\right) d \tilde{W}_{u}^{k} \\
& +\int_{0}^{s} X_{t-u \rightarrow t}\left(\left[-\sigma^{0}, V\right]\left(X_{t-u}\right)+\frac{1}{2} \sum_{k=1}^{d}\left[\sigma^{k},\left[\sigma^{k}, V\right]\right]\left(X_{t-u}\right)\right) d u \\
& =V\left(X_{t}\right)+\sum_{k=1}^{d} \int_{0}^{s} X_{t-u \rightarrow t}\left[\sigma^{k}, V\right]\left(X_{u}\right) \circ d \tilde{W}_{u}^{k} \\
& +\int_{0}^{s} X_{t-u \rightarrow t}\left(\left[-\sigma^{0}, V\right]\left(X_{t-u}\right)\right) d u
\end{aligned}
$$

where $\tilde{W}_{u}=W_{t-u}-W_{t}$ (which is distributed like a Brownian motion).
Now, using the above iteratively, writing $\tilde{\sigma}^{0}=-\sigma^{0}$ and $\tilde{\sigma}^{i}=\sigma^{i}$ for each $i \neq 0$, we obtain for any unit $v \in \mathbb{R}^{n}$,

$$
\begin{align*}
\left|v^{T} \Gamma v\right| \geq & \int_{0}^{\epsilon^{\rho}} \sum_{k=1}^{d}\left(v^{T} * X_{t-s \rightarrow t} \sigma^{k}\left(X_{t-s}\right)\right)^{2} d s  \tag{3.3.3}\\
= & \int_{0}^{\epsilon^{\rho}} \sum_{k=1}^{d}\left(v^{T} * \sigma^{k}\left(X_{t}\right)+\sum_{i=1}^{d} \int_{0}^{s} v^{T} X_{t-u \rightarrow t} \sigma^{[i, k]}\left(X_{t-u}\right) d \tilde{W}_{u}^{i}\right. \\
& \left.+\int_{0}^{s} v^{T} X_{t-u \rightarrow t}\left(\tilde{\sigma}^{[0, k]}\left(X_{t-u}\right)+\frac{1}{2} \sum_{i=1}^{d} \tilde{\sigma}^{[i,[i, k]]}\left(X_{t-u}\right)\right) d u\right)^{2} d s \\
\cdots & \\
\geq & \int_{0}^{\epsilon^{\rho}}\left(\sum_{\substack{\alpha \neq \alpha \neq 0}} \tilde{W}_{s}^{[\alpha]} v^{T} * \tilde{\sigma}^{[\alpha]}\left(X_{t}\right)\right. \\
& \left.+\sum_{\substack{\alpha \neq \alpha \neq 0 \\
\#(\alpha)=\ell+1}} \int_{0}^{s} \cdots \int v^{T} * X_{t-\bullet \rightarrow t} \tilde{\sigma}^{[\alpha]}\left(X_{t-\bullet}\right) \circ d \tilde{W}_{\cdot}^{[\tau(\alpha)]}\right)^{2} d s .
\end{align*}
$$

We can now write:

$$
\begin{aligned}
& \int_{0}^{\epsilon^{\rho}}\left(\sum_{\substack{\alpha \not \# \alpha \neq 0 \\
\#(\alpha) \leq \ell}} \tilde{W}_{s}^{[\alpha]} v^{T} * \tilde{\sigma}^{[\alpha]}\left(X_{t}\right)\right. \\
& \left.+\sum_{\substack{\alpha \neq \alpha \neq 0 \\
\#(\alpha)=\ell+1}} \int_{0}^{s} \cdots \int v^{T} * X_{t-\cdot \rightarrow t} \tilde{\sigma}^{[\alpha]}\left(X_{t-}\right) \circ d \tilde{W} \cdot^{[\tau(\alpha)]}\right)^{2} d s \\
& =\int_{0}^{\epsilon^{\rho}}\left(\sum_{\substack{\alpha \neq \alpha \neq 0 \\
\#(\alpha) \leq \ell}} \tilde{W}_{s}^{[\alpha]} v^{T} * \tilde{\sigma}^{[\alpha]}\left(X_{t}\right)\right)^{2} d s \\
& +\sum_{\substack{\#(\alpha) \leq \ell, \#(\beta)=\ell+1 \\
\alpha \#(\alpha), \beta(\beta) \neq 0}} \int_{0}^{\epsilon^{\rho}}\left(v^{T} * \tilde{\sigma}^{[\alpha]}\left(X_{t}\right) \tilde{W}_{s}^{[\tau(\alpha)]}\right) \\
& \times\left(\int_{0}^{s} \cdots \int v^{T} * X_{t-\cdot \rightarrow t} \tilde{\sigma}^{[\beta]}\left(X_{t-.}\right) d \tilde{W}^{[\tau(\beta)]}\right) d s \\
& +\sum_{\substack{\#(\alpha), \#(\beta)=\ell+1 \\
\alpha \#(\alpha), \beta+(\beta) \neq 0}} \int_{0}^{\epsilon^{\rho}}\left(\int_{0}^{s} \cdots \int v^{T} * X_{t-\cdot \rightarrow t} \tilde{\sigma}^{[\alpha]}\left(X_{t-}\right) d \tilde{W}^{[\tau(\alpha)]}\right) \\
& \times\left(\int_{0}^{s} \cdots \int v^{T} * X_{t-\cdot \rightarrow t} \tilde{\sigma}^{[\beta]}\left(X_{t-}\right) d \tilde{W}^{[\tau(\beta)]}\right) d s .
\end{aligned}
$$

We now define, for any multi-indices $\alpha, \beta$ with $\alpha_{\#(\alpha)}, \beta_{\#(\beta)} \neq 0$,

$$
\begin{aligned}
& A_{s}^{\alpha}=\tilde{W}_{s}^{[\tau(\alpha)]} \\
& B_{s}^{\beta}=\left(\int_{0}^{s} \cdots \int v^{T} * X_{t-\cdot \rightarrow t} \tilde{\sigma}^{[\beta])}\left(X_{t-\cdot}\right) \circ d \tilde{W} \tilde{l}^{[\tau(\beta)]}\right), \\
& a^{\alpha}\left(X_{t}\right)=v^{T} * \tilde{\sigma}^{[\alpha]}\left(X_{t}\right) .
\end{aligned}
$$

With this notation, Eq. (3.3.3) can be rewritten as

$$
\begin{align*}
\left|v^{T} \Gamma v\right| \geq & \int_{0}^{\epsilon^{\rho}}\left(\sum_{\substack{\alpha \# \alpha \neq 0 \\
\#(\alpha) \leq \ell}} \tilde{W}_{s}^{[\alpha]} v^{T} * \tilde{\sigma}^{[\alpha]}\left(X_{t}\right)\right)^{2} d s  \tag{3.3.4}\\
& +\sum_{\substack{\#(\alpha) \leq \ell, \#(\beta)=\ell+1 \\
\alpha \#(\alpha), \beta \#(\beta) \neq 0}} \int_{0}^{\epsilon^{\rho}} A_{s}^{\alpha} a^{\alpha}\left(X_{t}\right) B_{s}^{\beta} d s \\
& +\sum_{\substack{\#(\alpha), \#(\beta)=\ell+1 \\
\alpha \#(\alpha), \beta \#(\beta) \neq 0}} \int_{0}^{\epsilon^{\rho}} B_{s}^{\alpha} B_{s}^{\beta} d s .
\end{align*}
$$

Now, by Claim 1, for each unit $v \in \operatorname{span}_{\#(\alpha) \leq \ell} e^{[\alpha]}$ and for any Brownian motion $W$, for $K=\#(\{\alpha: \#(\alpha) \leq \ell\})$, we can find $C_{v, p}$ such that

$$
\mathbb{P}\left(\sum_{\#(\alpha) \leq \ell} v^{\alpha} \int_{0}^{\epsilon^{\rho}}\left(W^{[\tau(\alpha)]}\right)^{2} \leq \epsilon\right) \leq C_{v, p} \epsilon^{p+1+2 K}
$$

Let

$$
\Omega_{\text {absolute }}=\left\{\exists \text { unit } v \in \operatorname{span}_{\#(\alpha) \leq \ell} e^{[\alpha]}: \sum_{\#(\alpha) \leq \ell} v^{\alpha} \int_{0}^{\epsilon^{\rho}}\left(\tilde{W}^{[\tau(\alpha)]}\right)^{2} \leq \epsilon\right\} .
$$

Using Lemma 3.3.1 and the above with $p$ being replaced by $p+1+2 K$ where in the second expression, $p$ is the required value of $p$ in the proposition, we obtain that there is a proper constant $C_{p}$, such that

$$
\begin{equation*}
\mathbb{P}\left(\Omega_{\text {absolute }, \epsilon}\right) \leq C_{\text {absolute }, p} \epsilon^{p} \tag{3.3.5}
\end{equation*}
$$

Note that we have

$$
\begin{equation*}
\Omega_{\text {absolute }, K_{\text {absolute }}^{c} \cap\left\{\int_{0}^{\epsilon^{\rho}}\left(\sum_{\substack{\alpha \# \alpha \neq 0 \\ \#(\alpha) \leq \ell}} \tilde{W}_{s}^{[\alpha]} v^{T} * \tilde{\sigma}^{[\alpha]}\left(X_{t}\right)\right)^{2} d s \leq 2 \epsilon\right\}=\varnothing . . . . ~}^{\text {. }} \tag{3.3.6}
\end{equation*}
$$

We now use Eq. (3.3.4) to obtain, for any $\epsilon$ smaller than a polynomial quantity, and for any unit $v \in \mathbb{R}^{n}$

$$
\begin{align*}
& \mathbb{P}\left(\left|v^{T} \Gamma v\right| \leq \epsilon\right) \leq \mathbb{P}\left(\int_{0}^{\epsilon^{\rho}}\left(\sum_{\substack{\alpha \# \alpha \neq 0 \\
\#(\alpha) \leq \ell}} \tilde{W}_{s}^{[\alpha]} v^{T} * \tilde{\sigma}^{[\alpha]}\left(X_{t}\right)\right)^{2} d s \leq 2 \epsilon\right)  \tag{3.3.7}\\
& +\mathbb{P}\left(\sum_{\substack{\#(\alpha) \leq \ell, \#(\beta)=\ell+1 \\
\alpha \#(\alpha), \beta \#(\beta) \neq 0}} \int_{0}^{\epsilon^{\rho}} A_{s}^{\alpha} a^{\alpha}\left(X_{t}\right) B_{s}^{\beta} d s\right. \\
& \left.+\sum_{\substack{\#(\alpha), \#(\beta)=\ell+1 \\
\alpha \#(\alpha), \beta \#(\beta) \neq 0}} \int_{0}^{\epsilon^{\rho}} B_{s}^{\alpha} B_{s}^{\beta} d s \geq \epsilon\right) \\
& \leq+\mathbb{P}\left(\Omega_{\text {absolute }, K_{\text {absolute }}}\right)+\mathbb{P}\left(\Omega_{\text {free }}\right)+\mathbb{P}\left(\left(\Omega^{J}\right)\right) \\
& +\mathbb{P}\left(\Omega_{\text {absolute }, K_{\text {absolute }}^{c}}^{c} \cap \int_{0}^{\epsilon^{\rho}}\left(\sum_{\substack{\alpha \neq \alpha \neq 0 \\
\#(\alpha) \leq \ell}} \tilde{W}_{s}^{[\alpha]} v^{T} * \tilde{\sigma}^{[\alpha]}\left(X_{t}\right)\right)^{2} d s \leq 2 \epsilon\right) \\
& +\sum_{\substack{\#(\alpha) \leq \ell, \#(\beta)=\ell+1 \\
\alpha \#(\alpha), \beta \#(\beta) \neq 0}} \mathbb{P}\left(\Omega_{\text {free }}^{c} \cap\left(\Omega^{J}\right)^{c} \cap\left\{\int_{0}^{\epsilon^{\rho}} A_{s}^{\alpha} a^{\alpha}\left(X_{t}\right) B_{s}^{\beta} d s \geq \frac{\epsilon}{(d+1)^{2 \ell}}\right\}\right) .
\end{align*}
$$

Using Theorem 2.1.1 and the fact that $\ell>\frac{2}{\rho}$, we have that

$$
\begin{equation*}
\mathbb{P}\left(\Omega_{\text {free }}^{c} \cap\left(\Omega^{J}\right)^{c} \cap\left\{\int_{0}^{\epsilon^{\rho}} A_{s}^{\alpha} a^{\alpha}\left(X_{t}\right) B_{s}^{\beta} d s \geq \frac{\epsilon}{(d+1)^{2 \ell}}\right\}\right) \leq C_{\mathrm{rest}, p} \epsilon^{p} \tag{3.3.8}
\end{equation*}
$$

for some polynomial $C_{\text {rest }, p}$.
Finally, combining all the estimates (3.3.2), (3.3.1), (3.3.8), (3.3.5) and (3.3.6), we obtain that for

$$
\epsilon \leq \frac{\min \left(D_{J, p}, D_{\text {free }, p}, D_{\text {rest }, p}, D_{\text {absolute }}\right)}{2(d+1)^{2 \ell+2}}
$$

we can continue the calculation (3.3.7) as follows:

$$
\mathbb{P}\left(\left|v^{T} \Gamma v\right| \leq\left(C_{J, p}+C_{\text {free }, p}+C_{\text {rest }, p}+C_{\text {absolute }}\right)\left((d+1)^{2(\ell+1)} \epsilon\right)^{p}\right.
$$

Since the above is valid for any $p \geq 1$ and any $\in \mathbb{N}$, we can apply it for $p$ being $p+2 n+1$ where $p$ is the $p$ from our proposition, so that we can apply Lemma 3.3.1. This concludes the proof.

### 3.4. Bounds on the derivatives of the inverse Malliavin covariance matrix

Proposition 3.4.1. Let $(x, \sigma, F)$ be a $(1, g, G)$-tense $(g \geq 3)$, uniformly $H$-elliptic system. Let $\Gamma_{t}^{i, j}$ denote the Malliavin covariance matrix $\left(\right.$ of $Y_{t}=F\left(X_{t}\right)$ ) at time $t$. For any $1 \leq p$ and any $N \leq g-3$, there exist strongly polynomial constants $C_{p, N}$ such that for any $t \leq M_{p}$, any $1 \leq p$, and any $s_{1}, s_{2}, \ldots, s_{N}$,

$$
\sup _{s_{1}, s_{2}, \ldots s_{N} \leq t} \mathbb{E}\left(\left|D_{s_{1}, s_{2}, \ldots, s_{N}}^{N} \Gamma^{-1}\right|^{p}\right) \leq C_{p} t^{-p}
$$

where $|\cdot|$ denotes the operator norm on the space of linear maps from $\mathbb{R}^{m \otimes N}$ to $\mathbb{R}^{n}$.
Proof. A similar limiting argument to the proof of Lemma 2.1.6 in [49] shows that we can write symbolically calculations such as $D\left(\Gamma^{-1} \Gamma\right)=D\left(\Gamma^{-1}\right) \Gamma+\Gamma^{-1} D(\Gamma)$ even though $\Gamma$ is only almost surely invertible.

Now, note that by Proposition 3.2.1, we have that

$$
\sup _{s_{1}, \ldots, s_{N}} \mathbb{E}\left(\left|D_{s_{1}, \ldots, s_{N}}^{N} \Gamma\right|^{p}\right) \leq C t^{p}
$$

for some proper constant $C$. Next we write

$$
D_{s_{1}, \ldots, s_{N}}^{N}\left(\Gamma^{-1}\right)=-\sum_{a \cup b=\{1,2, \ldots, N\}} D_{s_{a}}^{\# a}\left(\Gamma^{-1}\right) D_{s_{b}}^{\# b}(\Gamma) \Gamma^{-1}
$$

The result follows by induction using Proposition 3.3.3 as the initial case.
Proposition 3.4.2. Let $(x, \sigma, F)$ be a uniformly $(L, g, G)$-tense, uniformly $\left(L, H_{L}\right)$-weak Hörmander system. Let $\Gamma_{t}^{i, j}$ denote the Malliavin covariance matrix (of $Y_{t}=F\left(X_{t}\right)$ ) at time $t$. For any $1 \leq p$ and any $N \leq g-3$, there exist polynomial constants $C_{p, N}$ such that for any $t \leq M_{p}$, any $1 \leq p$, and any $s_{1}, s_{2}, \ldots, s_{N}$

$$
\sup _{s_{1}, s_{2}, \ldots s_{N} \leq t} \mathbb{E}\left(\left|D_{s_{1}, s_{2}, \ldots, s_{N}}^{N} \Gamma^{-1}\right|^{p}\right) \leq C_{p} t^{-p 2^{4(L-1)+1}}
$$

where $|\cdot|$ denotes the operator norm on the space of linear maps from $\mathbb{R}^{m \otimes N}$ to $\mathbb{R}^{n}$.
Proof. The proof is almost exactly the same as that of Proposition 3.4.1, except we take Proposition 3.4.2 as the initial case.

### 3.5. Alternative characterisation of uniform hypoellipticity and tenseness

LEmmA 3.5.1 (Alternative characterisation of uniform hypoellipticity and tenseness). Let $v_{1}, \ldots, v_{d} \in \mathbb{R}^{n}$ satisfy $\operatorname{span}\left(v_{i}\right)=\mathbb{R}^{n}$. Let

$$
\begin{aligned}
& \beta_{1}=\inf _{|x|=1}\left(\sum_{i}\left\langle v_{i}, x\right\rangle^{2}\right)>0, \\
& \beta_{2}=\sup _{|v|=1}\left(\inf _{\lambda: \sum_{i} \lambda_{i} v_{i}=v}\left(|\lambda|^{2}\right)\right) .
\end{aligned}
$$

Then we have

$$
\beta_{1} \beta_{2} \geq 1
$$

Furthermore, if

$$
\beta_{3}=\sup _{|x|=1}\left(\sum_{i}\left\langle v_{i}, x\right\rangle^{2}\right),
$$

we have:

$$
\beta_{1} \beta_{2} \leq \beta_{3}
$$

Proof. Fix any unit $x \in \mathbb{R}^{n}$. We can write $x=\sum_{i=1}^{d} \lambda_{i} v_{i}$ for some $\lambda$ with $\sum_{i=1}^{d}\left|\lambda_{i}\right|^{2} \leq \beta_{2}$. This gives

$$
\begin{aligned}
1=\langle x, x\rangle & =\sum_{i=1}^{d} \lambda_{i}\left\langle v_{i}, x\right\rangle \\
& \leq \sqrt{\sum_{i=1}^{d}\left|\lambda_{i}\right|^{2}} \sqrt{\sum_{i}\left\langle v_{i}, x\right\rangle^{2}} \leq \sqrt{\beta_{2}} \sqrt{\sum_{i}\left\langle v_{i}, x\right\rangle^{2}} .
\end{aligned}
$$

Since $x$ was arbitrary, the first part of the result follows.
For the second part, let $M=\left(v_{1}, v_{2}, v \ldots, v_{d}\right)$ be the matrix formed by the vectors $v_{1}, \ldots, v_{d}$. Consider the Moore-Penrose pseudo-inverse of $M$, defined as $N=M^{T}\left(M M^{T}\right)^{-1}$. For any unit
$v \in \mathbb{R}^{n}$, we can define $\lambda=N v$, which ensures $M \lambda=v$ as expected. The problem therefore boils down to proving that the operator norm of $P: \mathbb{R}^{n} \rightarrow \mathbb{R}^{d}, v \mapsto M^{t}\left(M M^{T}\right)^{-1}$ is bounded above by $\frac{\beta_{3}}{\beta_{2}}$. To show this, note that $M M^{T}$ is symmetric, and therefore diagonalisable. Then we have that the smallest eigenvalue of $M M^{T}$ must be larger than $\beta_{1}$. It follows that the operator norm of $v \mapsto\left(M M^{T}\right)^{-1} v$ is bounded above by $\frac{1}{\beta_{1}}$. Furthermore, the operator norm of $w \rightarrow M^{T} w$ is bounded above by $\beta_{3}$. The result follows.

## CHAPTER 4

## Proof of Euclidean Bounds

Here we piece together the results from the previous chapters to arrive at a proof of our Euclidean bounds.

### 4.1. Integration by parts

The following is an adaptation of classics of Malliavin calculus (cf. [2], [49]).
THEOREM 4.1.1. Let $F_{t}$ be a random variable in $\mathbb{D}^{g, 2^{3 n} P}\left(\mathbb{R}^{n}\right)(P$ being a fixed integer) and let $G$ be a random variable in $\mathbb{D}^{g, 2^{3 n} P}([0,1])$. Suppose that $E$ is an event such that $1_{E^{c}} G=0$. Let $\Gamma$ be the Malliavin covariance matrix of $F$. Writing $\lambda_{*}(\cdot)$ for the lowest eigenvalue of a symmetric matrix, suppose that we have $\lambda_{*}(\Gamma)^{-1} 1_{E} \in \mathbb{D}^{g, 2^{3 n}}(\mathbb{R})$. because $\Gamma$ is invertible on $E$, we can write down expressions such as $\Gamma^{-1} G$ etc without problems of definition.

Suppose that for some parameter $0<t<1$ and for some constants $C, K>0$, we have the following bounds on the operator norms of the derivatives of $F 1_{E}, G, \Gamma^{-1} 1_{E}$ etc: For all $N \leq g$, for some given $a>0, g \geq n$, and for all $p \leq 2^{2 n+1} P$,

$$
\begin{aligned}
\left|D^{N}\left(F 1_{E}\right)\right|_{p} & \leq C t^{\frac{N}{2}}, \\
\left|D^{N}\left(L F 1_{E}\right)\right|_{p} & \leq C t^{\frac{N}{2}}, \\
\left|L F 1_{E}\right|_{p} & \leq C t^{\frac{1}{2}} \\
\left|D^{N} \Gamma^{-1} 1_{E}\right|_{p} & \leq C t^{\frac{N}{2}-a}, \\
\left|D^{N} G\right|_{p} & \leq C t^{\frac{N}{2}},
\end{aligned}
$$

where $|\cdot|_{p}$ denotes $L^{p}$ norm in expectations. For $i=0,1, \ldots$ and for given vectors $v_{1}, v_{2}, \ldots \in$ $\mathbb{R}^{m}$, define the Malliavin weights $H_{i}(F, G)$ inductively by:

$$
\begin{aligned}
H_{0}(F, G) & =G \\
H_{1}(F, G) & =\delta\left(\Gamma^{-1} D F^{v_{1}} G\right) \\
H_{i+1}(F, G) & =\delta\left(\Gamma^{-1} D F^{v_{i+1}} H_{i}(F, G)\right)
\end{aligned}
$$

where $\delta$ denotes the Skorohod integral, adjoint of the Malliavin derivative operator.
We have that there exists a constant $K^{\prime}, i, j$, depending only on $K$, and a constant $C^{\prime}$ depending on $n, C, p$, and polynomial in $C$, such that for any $i, j$ with $i+j \leq g$, and for any $p \leq P$,

$$
\mathbb{E}\left(\left|D^{j} H_{i}(F, G)\right|_{p}\right) \leq K t^{\frac{j-i(2 a-1)}{2}} \sqrt{\mathbb{P}(E)}
$$

Proof. We proceed by induction.
For $i=0$, the result follows immediately from the assumptions:

$$
\mathbb{E}\left(\left|D^{j} G\right|^{p}\right)=\mathbb{E}\left(\left|D^{j} G\right|^{p} 1_{E}^{p}\right) \leq \mathbb{E}\left(\left|D^{j} G\right|^{2 p}\right) \mathbb{E}\left(1_{E}^{2 p}\right) \leq C^{p} t^{\frac{p j}{2}} \sqrt{\mathbb{P}(E)}
$$

Supposing the result true for fixed $i$, we prove the result for $i+1$ : We have first

$$
\begin{aligned}
H_{i+1}(F, G)= & \delta\left(\Gamma^{-1} D F^{v_{i+1}} H_{i}(F, G)\right) \\
= & \left\langle D F^{v_{i+1}}, D \Gamma^{-1}\right\rangle H_{i}(F, G)+\Gamma^{-1}\left\langle D H_{i}(F, G), D F^{v_{i+1}}\right\rangle \\
& \quad+\Gamma^{-1} H_{i}(F, G) L F
\end{aligned}
$$

Then for the derivatives, for $j \leq g-i-1$.

$$
\begin{aligned}
D^{j} H_{i+1}(F, G)= & D^{j} \delta\left(\Gamma^{-1} D F^{v_{i+1}} H_{i}(F, G)\right) \\
= & \sum_{k+l+m=j}\left\langle D^{k+1} F^{v_{i+1}}, D^{l+1} \Gamma^{-1}\right\rangle D^{m} H_{i}(F, G) \\
& +\sum_{k+l+m=j} D^{m} \Gamma^{-1}\left\langle D^{k+1} H_{i}(F, G), D^{l+1} F^{v_{i+1}}\right\rangle \\
& +\sum_{k+l+m=j} D^{m} \Gamma^{-1} D^{k} H_{i}(F, G) D^{l} L F .
\end{aligned}
$$

Now we can calculate, where $C_{p, g}$ denotes a constant depending only on $p, g$.

$$
\begin{aligned}
& \mathbb{E}\left(D^{j} H_{i+1}(F, G)^{p}\right) \\
& \leq \sqrt{\mathbb{E}\left(D^{j} H_{i+1}(F, G)^{p}\right)} \sqrt{\mathbb{E}\left(1_{E}^{2 p}\right)} \\
& \leq \sqrt{\mathbb{P}(E)} C_{p, g} \sum_{k+l+m=j} \mathbb{E}\left(\left|D^{k+1} F^{v_{i+1}}\right|_{8 p}\right)^{p} \mathbb{E}\left(\left|D^{l+1} \Gamma^{-1}\right|_{8 p}\right)^{p} \mathbb{E}\left(\left|D^{m} H_{i}(F, G)\right|_{8 p}\right)^{p} \\
&+\sqrt{\mathbb{P}(E)} C_{p, g} \sum_{k+l+m=j} \mathbb{E}\left(\left|D^{m} \Gamma^{-1}\right|_{8 p}\right)^{p} \mathbb{E}\left(\left|D^{k+1} H_{i}(F, G)\right|_{8 p}\right)^{p} \mathbb{E}\left(\left|D^{l+1} F^{v_{i+1}}\right|_{8 p}\right)^{p} \\
&+\sqrt{\mathbb{P}(E)} C_{p, g} \sum_{k+l+m=j} \mathbb{E}\left(\left|D^{m} \Gamma^{-1}\right|_{8 p}\right)^{p} \mathbb{E}\left(\left|D^{k} H_{i}(F, G)\right|_{8 p}\right)^{p} \mathbb{E}\left(\left|D^{l} L F\right|_{8 p}\right)^{p} \\
& \leq C_{p, g} \sqrt{\mathbb{P}(E)} \sum_{k+l+m=j} C t^{p \frac{k+1}{2}} C t^{p \frac{l+1-2 a}{2}} t^{p \frac{m-i(2 a-1)}{2}} \\
&+C_{p, g} \sqrt{\mathbb{P}(E)} \sum_{k+l+m=j} C t^{p^{\frac{m-2 a}{2}}} C t^{p \frac{k+1-i(2 a-1)}{2}} t^{p \frac{l+1}{2}} \\
&+C_{p, g} \sqrt{\mathbb{P}(E)} \sum_{k+l+m=j} C t^{p^{\frac{m-2 a}{2}}} C t^{p \frac{k-i(2 a-1)}{2}} t^{p \frac{l+1}{2}} \\
& \leq \sqrt{\mathbb{P}(E)} 3 g^{3} C_{p, g} C^{3} t^{p \frac{j-i(2 a-1)}{2}},
\end{aligned}
$$

for some $K_{1}, K_{2}, K_{3}$ depending only on $K$, as required.

### 4.2. Concentration inequality for Euclidean bounds.

Let $v=\left(v_{1}, v_{2}, \ldots, v_{n}\right) \in \mathbb{R}^{n}$ we write $1_{[v, \infty)}($.$) for the function such that 1_{v \leq}(y)=1$ if and only if for $i=1,2, \ldots, n,\left|v_{i}\right| \leq y_{i}$ and $\operatorname{sign}\left(v_{i}\right)=\operatorname{sign}\left(y_{i}\right)$.

We have the following result:
Proposition 4.2.1. Let $\mathcal{A}=(x, \sigma, F)$ be a $(1,1, G)$-tense system. We have, for $t \leq 1$,

$$
\mathbb{E}\left(\left[1_{[v, \infty)}\left(Y_{t}\right)\right]\right) \leq 2 e \exp \left(\frac{-|* x-v|^{2}}{8 t G}\right)
$$

Proof. Without loss of generality, $* x_{i} \leq v_{i}$ for all $i$. Let $E=\left\{i: \frac{\left|v_{i}-* x_{i}\right|}{2 \sqrt{G}} \leq t\right\}$.
Note that

$$
Y_{t}=x+\int_{0}^{t} * \sigma^{0}\left(X_{s}\right) d s+\sum_{i=1}^{d} \int_{0}^{t} * \sigma^{i}\left(X_{s}\right) d W_{s}^{i}
$$

and

$$
\left|\int_{0}^{t} * \sigma^{0}\left(X_{s}\right) d s\right| \leq \sqrt{G} t .
$$

Then we have, by the classic exponential martingale inequality,

$$
\begin{aligned}
\mathbb{E}\left(\left[1_{[v, \infty)}\left(Y_{t}\right)\right]\right) & \leq 2 \exp \left(-\sum_{i \notin E} \frac{\left|v_{i}-* x_{i}\right|^{2}}{8 G t}\right) \\
& \leq 2 \exp \left(-\sum_{i \notin E} \frac{\left|v_{i}-* x_{i}\right|^{2}}{8 G t}\right) \exp \left(-\sum_{i \in E} \frac{\left|v_{i}-* x_{i}\right|^{2}}{8 G t}\right) \exp (t \#(E)) \\
& \leq 2 \exp \left(\frac{-|* x-v|^{2}}{8 G t}\right) e^{t} \leq 2 e \exp \left(\frac{-|* x-v|^{2}}{8 G t}\right) .
\end{aligned}
$$

### 4.3. Euclidean Integrable upper bound for an Elliptic system

THEOREM 4.3.1. Let $(x, \sigma, F)$ be a system that is $(1, g, G)$ tense $(g \geq n+3)$ and $H$-elliptic uniformly in a compact $\mathcal{K}$. Suppose that $G$ is a random variable in $\mathbb{D}^{g, 2^{3 n+1} P}([0,1])$. Suppose that $E$ is an event and $\mathcal{K}^{\prime} \subset \mathcal{K}$ a compact, such that $1_{E^{c}} G=0$ and $x \in \mathcal{K}^{\prime}$ whenever $E$ holds. If the distance between the exterior of $\mathcal{K}$ and the interior of $\mathcal{K}^{\prime}$ is a proper constant, there exists a proper constants $M$ and strongly polynomial constants $C, D$ such that for any $t \leq D, Y_{t}$ admits a density $p_{t}(x, \cdot)$ and, the density of $Y_{t}$ perturbed by $G$,

$$
\mathbb{E}\left(\delta\left(Y_{t}(y)\right) G\right)
$$

satisfies the following for any $N \leq g-3-n$ and any unit $v_{1}, v_{2}, \ldots, v_{N} \in \mathbb{R}^{n}$ :

$$
\left|\frac{\partial^{N} p_{t}^{G}(x, y)}{\partial v_{1} \partial v_{2} \ldots \partial v_{N}}\right| \leq C \frac{\exp \left(\frac{-|* x-y|^{2}}{M t}\right)}{t^{\frac{n+N}{2}}} \sqrt{\mathbb{P}(E)}
$$

Proof. The existence of the density follows immediately from the invertibility 3.3 .3 of the Malliavin covariance matrix. By the usual limiting arguments, we can perform integration by parts symbolically with a delta function inside the expectation. Then we have immediately, using the Malliavin IBP formula with weights defined as in Theorem 4.1.1 with $v_{1}, \ldots v_{N}$ taken from the assumptions of the present theorem, and $v_{N+i}=e^{i}$ for $i=1,2, \ldots n$, where $e^{i}$ are the Euclidean basis vectors:

$$
\begin{aligned}
\left|\frac{\partial^{N} p_{t}^{G}(x, y)}{\partial v_{1} \partial v_{2} \ldots \partial v_{N}}\right| & =\left|\frac{\partial^{N} \mathbb{E}\left(\delta_{y}\left(Y_{t}\right) G\right)}{\partial v_{1} \partial v_{2} \ldots \partial v_{N}}\right|=\left|\mathbb{E}\left(\left(\partial^{v_{1}, \ldots v_{N}} \delta_{y}\right)\left(Y_{t}\right) G\right)\right| \\
& =\left|\mathbb{E}\left(\delta_{y}\left(Y_{t}\right) H_{N}(F, G)\right)\right|=\left|\mathbb{E}\left(1_{[y, \infty)}\left(Y_{t}\right)(-1)^{\xi} H_{N+n}(F, G)\right)\right| \\
& \leq \sqrt{\mathbb{E}\left(1_{[y, \infty)}\left(Y_{t}\right)^{2}\right)} \sqrt{\mathbb{E}\left(H_{N+n}(F, G)^{2}\right)}
\end{aligned}
$$

Here $\xi=\#\left(i: y_{i}<* x_{i}\right)$.
Note that the conditions of Theorem 4.1.1 are satisfied by using Propositions 3.2.1, 3.3.3 and 3.4.1 to $X_{t} \phi\left(\sup _{0 \leq s \leq t}\left|X_{t}\right|\right)$ where $\phi$ is a smooth bump function equal to 1 on $\mathcal{K}^{\prime}$ and 0 outside $\mathcal{K}$. We have $a=\overline{1}$, and $C$ is a strongly polynomial constant. It follows that we can use Theorem 4.1.1, and Proposition 4.2.1, to write further:

$$
\begin{aligned}
\left|\frac{\partial^{N} p_{t}^{G}(x, y)}{\partial v_{1} \partial v_{2} \ldots \partial v_{N}}\right| & \leq \sqrt{\mathbb{E}\left(1_{[y, \infty)}\left(Y_{t}\right)^{2}\right)} \sqrt{\mathbb{E}\left(H_{N+n}(F, G)^{2}\right)} \\
& \leq \sqrt{2 e} \exp \left(\frac{-|* x-v|^{2}}{16 t G}\right) K t^{-\frac{n+N}{2}} \sqrt{\mathbb{P}(E)}
\end{aligned}
$$

which is the required inequality with $C=\sqrt{2 e} K$ (a proper constant) and $M=16 G$ ( a proper constant).

In particular, setting $G=1$, and $\mathcal{K}=\mathcal{K}^{\prime}=\mathbb{R}^{m}$, we have the following result, which is the easiest of the five main results of this thesis:

THEOREM 4.3.2 (Integrable Euclidean upper bounds with strongly polynomial constants for uniformly elliptic system). Let ( $x, \sigma, F$ ) be a uniformly $(1, g, G)$ tense $(g \geq n+3)$, uniformly $H$ elliptic system. There exist strongly polynomial constants $C, M, D$ such that for any $t \leq D$, $Y_{t}$ admits a density $p_{t}(x, \cdot)$ satisfying the following for any $N \leq g-3-n$ and any unit $v_{1}, v_{2}, \ldots, v_{N} \in \mathbb{R}^{n}$ :

$$
\left|\frac{\partial^{N} p_{t}(x, y)}{\partial v_{1} \partial v_{2} \ldots \partial v_{N}}\right| \leq C \frac{\exp \left(\frac{-|* x-y|^{2}}{M t}\right)}{t^{\frac{n+N}{2}}}
$$

Work is ongoing in providing a more careful proof of the following extension:
THEOREM 4.3.3 (Integrable Euclidean upper bounds with proper constants for uniformly elliptic system). Define the strong tension of a (linear) system as

$$
G=\sup _{v \in \mathbb{R}^{m},|v|=1} \sup _{o \leq g} \sum_{\substack{w \in\left(\mathbb{R}^{m}\right) \otimes o \\ w^{i} \in B}} \sum_{k=0}^{d}\left\langle\frac{\partial^{o} \sigma^{k}}{\Pi \partial w^{i}}, v\right\rangle^{2}+|d F|^{2},
$$

where $B$ is an orthonormal basis of $\left(\mathbb{R}^{m}\right)^{\otimes o}$ (This definition only uses one 'order parameter' $g$ rather than two order parameters $L$ and $g$.) Let $(x, \sigma, F)$ be a strongly uniformly $(g, G)$ tense $(g \geq n+3)$, uniformly $H$-elliptic system. There exist proper constants $C, M, D$ such that for any $t \leq D, Y_{t}$ admits a density $p_{t}(x, \cdot)$ satisfying the following for any $N \leq g-3-n$ and any unit $v_{1}, v_{2}, \ldots, v_{N} \in \mathbb{R}^{n}:$

$$
\left|\frac{\partial^{N} p_{t}(x, y)}{\partial v_{1} \partial v_{2} \ldots \partial v_{N}}\right| \leq C \frac{\exp \left(\frac{-|* x-y|^{2}}{M t}\right)}{t^{\frac{n+N}{2}}} .
$$

Sкetch of Proof. First, verify that there exists a proper constant $\bar{G}$ such that for all $i \leq g$, the operator norm of the map

$$
\partial^{i} \sigma:\left(\mathbb{R}^{d}\right)^{\otimes i} \rightarrow \mathbb{R}^{m}
$$

(viewing $\left(\mathbb{R}^{d}\right)^{\otimes i}$ as a free $i d$-dimensional vector space) is bounded above by $\bar{G}$.
Then we can apply Lemma 2.3.1 to obtain a version of Theorem 3.2.1 that controls the operator norm of $\left\langle D^{i} X_{t}, v\right\rangle_{\mathbb{R}^{m}}$ for any fixed unit $v \in \mathbb{R}^{m}$ and for similar quantities such as $L X_{t}$ etc. with proper constants. Here the value of $m$ used in Theorem 2.3.1 to control $\left\langle D^{i} X_{t}, v\right\rangle_{\mathbb{R}^{m}}$ for any fixed unit $v \in \mathbb{R}^{m}$ is $d^{i}$. Then, as usual, further calculations (application of Theorem 4.1.1) are all done directly in the target space.

Remark 4.3.1. The 'mixed tension' defined below (cf. 7.1.12) is properly controlled by the strong tension as defined above, which means only one definition is required.

### 4.4. Euclidean upper bound for systems satisfying the weak Hörmander condition

Theorem 4.4.1. Let $(x, \sigma, F)$ be a system that is $(L, g, G)$ tense $(g \geq n+3)$ and $\left(L, H_{L}\right)$ weak Hörmander, uniformly in a compact $\mathcal{K}$. Suppose that $G$ is a random variable in the space $\mathbb{D}^{g, 2^{3 n+1} P}([0,1])$. Suppose that $E$ is an event and $\mathcal{K}^{\prime} \subset \mathcal{K}$ a compact, such that $1_{E^{c}} D G=0$ and $x \in \mathcal{K}^{\prime}$ whenever $E$ holds. If the distance between the exterior of $\mathcal{K}$ and the interior of $\mathcal{K}^{\prime}$ is a proper constant, there exist polynomial constants $D, M$ and $C$ such that for any $t \leq D, Y_{t}$ admits a density $p_{t}(x, \cdot)$ and the density of $Y_{t}$ perturbed by $G$,

$$
\mathbb{E}\left(\delta\left(Y_{t}(y)\right) G\right),
$$

satisfies the following estimate for any $N \leq g-3-n$ and any unit $v_{1}, v_{2}, \ldots, v_{N} \in \mathbb{R}^{n}$ :

$$
\left|\frac{\partial^{N} p_{t}^{G}(x, y)}{\partial v_{1} \partial v_{2} \ldots \partial v_{N}}\right| \leq C \frac{\exp \left(\frac{-|* x-y|^{2}}{M t}\right)}{t^{(n+N) 2^{4 L}}} \sqrt{\mathbb{P}(E)}
$$

Proof. With all the same remarks as in the proof of 4.3.1, we can write, after killing off the diffusion outside $\mathcal{K}$, applying Propositions 3.2.1, 4.1.1 etc. ( $C$ is still a proper constant but this time $a=2^{4(L-1)+1}$ ),

$$
\begin{aligned}
\left|\frac{\partial^{N} p_{t}^{G}(x, y)}{\partial v_{1} \partial v_{2} \ldots \partial v_{N}}\right| & \leq \sqrt{\mathbb{E}\left[1_{[y, \infty)}\left(Y_{t}\right)\right]^{2}} \sqrt{\mathbb{E}\left(H_{N+n}(F, G)^{2}\right)} \\
& \leq \sqrt{2 e} \exp \left(\frac{-|* x-v|^{2}}{16 t G}\right) K t^{-\frac{(n+N)\left(2.2^{4(L-1)+1}-1\right)}{2}} \sqrt{\mathbb{P}(E)} \\
& \leq C \frac{\exp \left(\frac{-|* x-y|^{2}}{M t}\right)}{t^{(n+N) 2^{4 L}}} \sqrt{\mathbb{P}(E)}
\end{aligned}
$$

for some proper constants $C$ and $M$, as expected.
Again, setting $G=1, \mathcal{K}=\mathcal{K}^{\prime}=\mathbb{R}^{m}$, we get the following global result:
THEOREM 4.4.2 (Euclidean upper bounds for weak Hörmander systems, with proper constants). Let $(x, \sigma, F)$ be a uniformly $(L, g, G)$ tense $(g \geq n+3)$, uniformly $\left(L, H_{L}\right)$-weak Hörmander system. There exist polynomial constants $D, M$ and $C$ such that for any $t \leq D$, $Y_{t}$ admits a density $p_{t}(x, \cdot)$ satisfying the following estimate for any $N \leq g-3-n$ and any unit $v_{1}, v_{2}, \ldots, v_{N} \in \mathbb{R}^{n}$ :

$$
\left|\frac{\partial^{N} p_{t}(x, y)}{\partial v_{1} \partial v_{2} \ldots \partial v_{N}}\right| \leq C \frac{\exp \left(\frac{-|* x-y|^{2}}{M t}\right)}{t^{(n+N) 2^{4 L}}}
$$

### 4.5. Localisation

The aim of this section is to show that systems whose vector fields are well-behaved inside a compact set can be proved to have densities (with associated bounds etc.) on a smaller compact set. The arguments are classic (see [36]).

THEOREM 4.5.1. Let $(x, \sigma, F)$ be a system that is $(1, g, G)$ tense $(g \geq n+3)$ and $H$-elliptic uniformly for $y \in \mathcal{K}=B(* x, R) \subset \mathbb{R}^{n}(R>0)$. There exist strongly polynomial constants $D, M$ and $C$ (dependent on $R$ ) such that for any $t \leq D, Y_{t}$ admits a density $p_{t}(x, \cdot)$ inside $B(* x, R / 4)$ and, the density of $Y_{t}$ satisfies the following estimate for any $N \leq g-3-n$ and any unit $v_{1}, v_{2}, \ldots, v_{N} \in \mathbb{R}^{n}$ :

$$
p_{t}(x, y) \leq C \frac{\exp \left(\frac{-|* x-y|^{2}}{M t}\right)}{t^{\frac{n}{2}}}
$$

Proof. Let $\phi: \mathcal{K} \rightarrow[0,1]$ be a smooth bump function with derivatives bounded by some $K$ such that $\phi(u)=0$ for $u \notin B(x, R)$ and $\phi(u)=1$ for $u \in B(0,3 R / 4)$. $K$ can be taken chosen as a proper constant. Consider the random variable $G_{t}=\phi\left(\sup _{0 \leq s \leq t}\left|Y_{t}\right|\right)$. By Proposition 3.2.1, $G$ is in $\mathbb{D}^{g-3, \infty}$ and for fixed $p$, the $\mathbb{D}^{g-3, p}$ norm of $G$ is a proper constant.

Let $E$ denote the boundary of the ball of radius $R / 2$ around $x$. Consider the following stopping times:

$$
\begin{aligned}
\tau_{1} & =\inf \left(s \in[0, t]: \exists s_{1} \leq s:\left|Y_{s_{1}}\right|>3 R / 4 \wedge\left|X_{s}\right| \leq R / 2\right) \\
\tau_{2} & =\inf \left(s \in\left[\tau_{1}, t\right]: \exists s_{1} \in\left[\tau_{1}, s\right]:\left|Y_{s_{1}}\right|>3 R / 4 \wedge\left|X_{s}\right| \leq R / 2\right) \\
\cdots & \\
\forall N, \tau_{N} & =\inf \left(s \in\left[\tau_{N-1}, t\right]: \exists s_{1} \in\left[\tau_{1}, s\right]:\left|Y_{s_{1}}\right|>3 R / 4 \wedge\left|Y_{s}\right| \leq R / 2\right)
\end{aligned}
$$

We define the following random variable:

$$
N=\inf \left(n: \tau_{i}=\infty\right)-1
$$

Define also the following localizing random variables:

$$
G_{t}^{\tau_{i}}=\phi\left(\sup _{\tau_{i} \leq s \leq t}\left|Y_{s}\right|\right)
$$

We have the following calculation, where $\mathbb{E}_{z, s}$ denotes expectation conditionally given that $X_{s}=z$.

$$
\begin{aligned}
p_{t}(x, y) & =\mathbb{E}\left(\delta(y) 1_{N=0}\right)+\mathbb{E}\left(\delta(y) 1_{N=1}\right)+\ldots \\
& \leq \mathbb{E}(\delta(y) G)+\mathbb{P}(N \geq 1) \sup _{\substack{z \in E \\
s \in[0, t]}} \mathbb{E}_{z, s}\left(G^{\tau_{1}}\right)+\mathbb{P}(N \geq 2) \sup _{\substack{z \in E \\
s \in[0, t]}} \mathbb{E}_{z, s}\left(G^{\tau_{2}}\right)+\ldots \\
& \leq C \frac{\exp \left(-\frac{|y-x x|^{2}}{M t}\right)}{t^{n}}(\mathbb{P}(N \geq 0)+\mathbb{P}(N \geq 1)+P(N \geq 2)+\ldots) .
\end{aligned}
$$

For some strongly polynomial constants $C, M$ and for all $t \leq D$ for some strongly polynomial constant $D$. Here we have used the fact that for any $z \in E$ and any $y \in B(* x, R / 4),|z-y| \geq$ $|* x-y|$, and $D$ is picked so that $\exp \left(-\frac{R^{2}}{16 M t}\right) / t^{n}$ is increasing for $t \leq D$.

Now we have for all $i$,

$$
\mathbb{P}(N \geq i) \leq \exp \left(-\frac{i R^{2}}{16 M t}\right)
$$

for some proper constant $M$. Thus $(\mathbb{P}(N \geq 0)+\mathbb{P}(N \geq 1)+P(N \geq 2)+\ldots)$ is bounded by a proper constant, and the result follows.

Using exactly the same method of proof, the result for weak Hörmander systems follows:
THEOREM 4.5.2. Let $(x, \sigma, F)$ be a system that is $(L, g, G)$ tense $(g \geq n+3)$ and $\left(L, H_{L}\right)$ weak Hörmander uniformly for $y \in \mathcal{K}=B(* x, R) \subset \mathbb{R}^{n}(R>0)$. There exist polynomial (dependent on $R$ ) constants $D, M$ and $C$ such that for any $t \leq D, Y_{t}$ admits a density $p_{t}(x, \cdot)$ inside $B(* x, R / 4)$ and, the density of $Y_{t}$ satisfies the following estimate for any $N \leq g-3-n$ and any unit $v_{1}, v_{2}, \ldots, v_{N} \in \mathbb{R}^{n}$ :

$$
p_{t}(x, y) \leq C \frac{\exp \left(\frac{-|* x-y|^{2}}{M t}\right)}{t^{n 2^{4 L}}}
$$

## Part 2

## From Euclidean bounds to integrable control bounds via auxiliary objects.

## CHAPTER 5

## Properties of 'distances' defined as the pushforwards of homogeneous norms

In this section, inspired by the ideas in [37,39], we introduce a general framework for studying certain objects similar to control distances. This framework will be the main tool used to go from Gaussian bounds on the densities of auxiliary objects satisfying a form of scaling to local control bounds on the densities of the Kusuoka-Stroock Taylor approximation. The much more advanced and broad theory of regularity structures (cf. [26]) also uses graded spaces to model Taylor expansions but our basic approach is designed purely for proving control-type bounds on the densities of certain SDE locally, in particular, we usually only consider the Taylor expansion at one point.

It is worth noting that for application to systems satisfying the Progressive Hörmander condition (i.e. some of the most interesting aspects of this thesis), it is enough to use the versions of the theorems below where $F$ is assumed linear, which are also much less technical.

REMARK 5.0.1. The set of notation of this chapter is distinct from that of the rest of the thesis.

### 5.1. Models

Our setting in this subsection is as follows: Let $V=\mathbb{R}^{n}$ and $U=\bigoplus_{i=1}^{I} U_{i}$ be a finite dimensional space and let $b_{k}^{i}$ be an orthonormal basis for $U_{i}$ for all $i$. Let $\nu_{i}=\operatorname{dim}\left(U_{i}\right)$ and $\nu=\sum_{i=1}^{I} \nu_{i}$. On $U$, define the 'homogeneous norms' by

$$
|u|_{U, t}=|u|_{U}=\sqrt{t+\sum_{i=1}^{I}\left(\left|\operatorname{pr}_{U_{i}}(u)\right|\right)^{\frac{2}{i}}}=\sqrt{t+\sum_{i=1}^{I}\left(\left|u^{i}\right|\right)^{\frac{2}{i}}}
$$

In general, we will write $u^{i}$ for $\operatorname{pr}_{U_{i}}(u)$. Let $F_{t}:[0, T] \times U \rightarrow V$ be a time dependent function with derivatives of any order in any unit direction being uniformly bounded by $K$. We suppose that the quantity $\beta$, defined by

$$
\beta=\beta(0)=\operatorname{det}\left(J F_{t}(0) J F_{t}^{T}(0)\right)
$$

is strictly positive. We call the triple $\left(U, V, F_{t}\right)$ a model. We define the time-dependent 'homogeneous distance, ${ }^{1}$ on $V$ by $|v|_{t}=\inf _{F_{t}(u)=v}|u|_{U}$. We may use the notation $o\left(U^{i}\right)=i$ or $o(v)=i$ for $v \in U_{i}$.

REMARK 5.1.1. In applications, $U$ is some suitable finite-dimensional or proper-dimensional snapshot of path space.

The main theorem will be Theorem 5.1.1 below.
Lemma 5.1.2. $\forall u_{1}, u_{2} \in U$, we have that

$$
\frac{1}{2}\left(\left|u_{1}\right|_{U}^{2}+\left|u_{2}\right|_{U}^{2}\right) \leq\left|u_{1}+u_{2}\right|_{U}^{2} \leq 4\left(\left|u_{1}\right|_{U}^{2}+\left|u_{2}\right|_{U}^{2}\right)
$$

[^6]Proof. Upper bound. First note that for $a, b \in R$, we have $|a+b|^{2 / i} \leq 2^{2 / i}\left(|a|^{2 / i}+|b|^{2 / i}\right)$. Indeed, without loss of generality, $b=1$ and $a \in[0,1]$, then clearly $(1+a)^{2 / i} \leq 2^{2 / i} \leq$ $2^{2 / i}\left(1^{2 / i}+a^{2 / i}\right)$. Now, for $i \leq I$, we have $2^{2 / i} \leq 4$. This allows us to conclude that

$$
\begin{aligned}
\left|u_{1}+u_{2}\right|_{U}^{2} & \leq t+\sum_{i}\left(\operatorname{pr}_{U^{i}}\left(u_{1}+u_{2}\right)\right)^{2 / i} \\
& =t+\sum_{i}\left(\operatorname{pr}_{U^{i}}\left(u_{1}\right)+\operatorname{pr}_{U^{i}}\left(u_{2}\right)\right)^{2 / i} \\
& \leq t+4 \sum_{i}\left(\operatorname{pr}_{U^{i}}\left(u_{1}\right)^{2 / i}+\operatorname{pr}_{U^{i}}\left(u_{2}\right)^{2 / i}\right) \\
& \leq 4\left(\left|u_{1}\right|_{U}^{2}+\left|u_{2}\right|_{U}^{2}\right)
\end{aligned}
$$

Lower bound. Similarly, we have $|a+b|^{2 / i} \geq \frac{1}{2}\left(|a|^{2 / i}+|b|^{2 / i}\right)$ : without loss of generality, $b=1$ and $a \in[0,1]$, then we have $(1+a)^{2 / i} \geq 1^{2 / i} \geq \frac{1}{2}\left(1^{2 / i}+a^{2 / i}\right)$, which allows to conclude

$$
\begin{aligned}
\left(\left|u_{1}\right|_{U}^{2}+\left|u_{2}\right|_{U}^{2}\right) & \left.\leq t+\sum_{i}\left(\operatorname{pr}_{U_{i}}\left(u_{1}\right)+\operatorname{pr}_{U_{i}}\left(u_{2}\right)\right)^{2 / i}\right) \\
& \left.\leq t+2 \sum_{i}\left(\operatorname{pr}_{U_{i}}\left(u_{1}\right)\right)^{2 / i}+\left(\operatorname{pr}_{U_{i}}\left(u_{2}\right)\right)^{2 / i}\right) \\
& =2\left|u_{1}+u_{2}\right|_{U}^{2}
\end{aligned}
$$

Let $D=\left.d F_{t}\right|_{0}$ be the Jacobian of $F_{t}$ at 0 and $\bar{F}_{t}$ be the first order Taylor approximation of $F$ at $0\left(\bar{F}_{t}(u)=F_{t}(0)+D u\right)$. Let $\Lambda=\sum_{i=1}^{I} \operatorname{dim}\left(U_{i}\right), \nu=\sum_{i=1}^{I} i . \operatorname{dim}\left(U_{i}\right)$. Furthermore, let $e_{1}, e_{2}, \ldots, e_{\kappa} \in \operatorname{Ker}(D)(\kappa=\Lambda-\operatorname{dim}(V))$, and $e_{\kappa+1}, \ldots, e_{\Lambda} \in U$ be such that $e_{1}, \ldots, e_{\Lambda}$ is an orthonormal basis for $U$, and $J F_{t}^{T}(0) J F_{t}(0)$, expressed with respect to that basis, is diagonal. We denote this new matrix by $\mathcal{M}=\operatorname{diag}\left(0,0, \ldots, \lambda_{1}, \lambda_{2}, \ldots, \lambda_{\Lambda-\kappa}\right)$.

We pick $0<\varepsilon<\frac{1}{2}$ and fix it for the rest of this section. Let $\alpha=\frac{1}{1-\varepsilon}$.
Let $r=\min \left(1 / 2, \frac{\varepsilon}{K}, \frac{\beta}{4 n!K^{2 n}}\right)$, and $\bar{\rho}=\frac{I^{-I / 2 r^{I}}}{3}$ (for future reference).
Lemma 5.1.3. For $u \in B(0, r)$, we have

$$
\operatorname{det}\left(J F_{t}(u) J F_{t}^{T}(u)\right)>\frac{\beta}{2}
$$

Proof. This is a routine computation. Let

$$
N(u)_{i, j}=\sum_{k} \frac{\partial F_{i}}{\partial e_{k}} \frac{\partial F_{j}}{\partial e_{k}} .
$$

We have, for $u \in B(0, r)$, that $|N(u)| \leq K^{2}$. By the Leibniz differential rule, we also get $\left|\frac{\partial N}{\partial \bar{u}}(u)\right| \leq 2 K^{2}$ for any unit vector $\bar{u}$. It follows that for any permutation $\sigma$, we have

$$
\Pi_{i \neq j} N_{i \sigma(i)} \frac{\partial N_{j \sigma(j)}}{\partial \bar{u}} \leq 2 K^{2 n}
$$

Then we have

$$
\frac{\partial \operatorname{det}(N)}{\partial \bar{u}} \leq 2 n!K^{2 n}
$$

Integrating on the straight line to $u$ yields the result, since $r \leq \frac{\beta}{4 n!K^{2 n}}$.
Proposition 5.1.4. Define $\underline{\beta}(u)=\sqrt{\lambda_{*}\left(J F_{t}(u) J F_{t}^{T}(u)\right)}$. We have $\underline{\beta} \geq \beta^{1 / 2 n}$.
Proof. The claim follows from the fact that $\beta$ is the product of the eigenvalues of

$$
\left.J F_{t}(u) J F_{t}^{T}(u)\right)
$$

Proposition 5.1.5. For $u \in B(0, r)$, we have

$$
\beta(u) \leq K^{2 n},
$$

where by definition, $\beta(u)=\operatorname{det}\left(J F_{t}(u) J F_{t}^{T}(u)\right)$.
Proof. Observe that by Cauchy-Schwarz,

$$
\left|\left(J F_{t}(0) J^{T} F_{t}(0)\right)_{i j}\right| \leq K^{2} .
$$

Now, the matrix $\left(J F_{t}(0) J^{T} F_{t}(0)\right)_{i j}$ is symmetric and therefore diagonalisable by an orthonormal matrix. We can deduce that if $\lambda_{i}$ are the eigenvalues, $\forall i$,

$$
\left|\lambda_{i}\right| \leq K^{2} .
$$

Now, note that we also have

$$
\beta=\operatorname{det}(\mathcal{M})=\prod_{i=1}^{n} \lambda_{i} .
$$

From the two equations above, we can deduce that

$$
\beta \leq K^{2 n}
$$

as expected.
Lemma 5.1.6. For all $\xi \in U$ with $|\xi|+\sqrt{t}<1$, we have

$$
|\xi| \leq|\xi|_{U} \leq(I+1)^{(I-1) / 2 I} \sqrt{|\xi|^{2}+t^{1 / I}} \leq \sqrt{2(I+1)}\left(|\xi|^{\frac{1}{I}}+t^{\frac{1}{2 I}}\right) .
$$

Proof. For the left hand side, we have

$$
|\xi|^{2}=\sum_{i=1}^{I}\left|\xi_{i}\right|^{2} \leq \sum_{i=1}^{I}\left|\xi_{i}\right|^{2 / i} \leq|\xi|_{U} .
$$

For the right hand side, we have, by Jensen's inequality,

$$
|\xi|_{U}^{2 I}=\left(t+\sum_{i=1}^{I}\left|\xi_{i}\right|^{2 / i}\right)^{I} \leq(I+1)^{I-1}\left(t^{I}+\sum_{i=1}^{I}\left|\xi_{i}\right|^{2 I / i}\right) \leq(I+1)^{I-1}\left(t+\sum_{i=1}^{I}\left|\xi_{i}\right|^{2}\right) .
$$

Lemma 5.1.7. For $|u| \in B(0, r)$, we have the following control on the operator norm of $D^{u}-D$, where $D^{u}$ is the Jacobian of $F_{t}$ at $u$

$$
\left|D^{u}-D\right|_{2} \leq \varepsilon .
$$

Proof. We have for any unit $v \in U$

$$
\left(D^{u}-D\right) v=\sum_{i=1}^{\Lambda} \int_{0}^{1} \frac{\partial^{2} F_{t}(u s)}{\partial v \partial e_{i}}\left\langle u, e_{i}\right\rangle d s \leq|u| K \leq r K
$$

Since this is uniform over $v$, we can write:

$$
\left|D^{u}-D\right|^{2} \leq r^{2} K^{2} \leq \varepsilon^{2},
$$

from where the lemma follows.
Definition. We say that the model $\left(U, V, F_{t}\right)$ is regular if there exist constants

$$
0<\rho_{1}, \bar{\rho}_{1}, \rho_{2}<\rho_{3}, \quad 0<\gamma, \Gamma
$$

and functions

$$
R_{1}, R_{2}: B\left(0, \rho_{3}\right) \rightarrow U
$$

such that $R_{2}: F_{t}^{-1}\left(\left\{F_{t}(u)\right\}\right) \cap B\left(0, \rho_{3}\right) \rightarrow U$ is differentiable with a differentiable inverse and for any $u \in B\left(0, \rho_{3}\right)$,

$$
\begin{aligned}
& F_{0}\left(R_{2}(u)\right)=F_{0}(0) \\
& F_{t}\left(R_{1}(u)\right)=F_{t}(u) \\
& F_{t}\left(u_{1}\right)=F_{t}\left(u_{2}\right) \Longrightarrow R_{1}\left(u_{1}\right)=R_{1}\left(u_{2}\right) \quad \forall u_{1}, u_{2} \in B(0, \rho) \\
& \gamma^{-1}\left|F_{t}(u)\right|_{V}^{2} \leq\left|R_{1}(u)\right|_{U}^{2} \leq \gamma\left|F_{t}(u)\right|_{V}^{2} \\
& \gamma^{-1}\left(\left|R_{1}(u)\right|_{U}^{2}+\left|R_{2}(u)\right|_{U}^{2}\right) \leq|u|_{U}^{2} \leq \gamma\left(\left|R_{1}(u)\right|_{U}^{2}+\left|R_{2}(u)\right|_{U}^{2}\right) \\
& \Gamma^{-1} m_{F_{0}^{-1}(\{0\})}\left(R_{2}(u)\right) \leq m_{F_{t}^{-1}\left(\left\{F_{t}(u)\right\}\right)}(u) \leq \Gamma m_{F_{0}^{-1}(\{0\})}\left(R_{2}(u)\right) \quad \text { and } \\
& |u|+\sqrt{t} \leq \rho_{1} \quad \Longrightarrow \quad\left|R_{1}(u)\right|_{U},\left|R_{2}(u)\right|_{U} \leq \rho_{2} \\
& \left|R_{1}(u)\right|_{U},\left|R_{2}(u)\right|_{U} \leq \rho_{2} \Longrightarrow|u| \leq \bar{\rho}_{1}
\end{aligned}
$$

where for a manifold $M$ and a point $x$ on $M, m_{M}(u)$ denotes the volume element on $M$ at $x$.
DEFINITION. Let $\left(U, V, F_{t}\right)$ be a regular model, for any $0<\rho<\min \left(\rho_{2}, \bar{\rho}\right)$, we define the following subset of $U$

$$
E_{t}(\rho)=\left\{u \in U:\left|R_{1}(u)\right|_{U}<\rho,\left|R_{4}(u)\right|_{U}<\rho\right\}
$$

We also define the quantity:

$$
M_{t}(M, \rho)=\int_{F_{0}^{-1}\left(\left\{F_{0}(0)\right\}\right) \cap E} \frac{\exp \left(-\frac{|u|_{U}^{2}}{M t}\right)}{t^{\frac{\nu}{2}}} d m_{F_{0}^{-1}\left(\left\{F_{0}(0)\right\}\right.}(u)
$$

Proposition 5.1.8. Let $\left(U, V, F_{t}\right)(t \in[0,1])$ be a model such that $(\forall t \in[0,1], \forall u \in U)$ $F_{t} u=\phi(t)+D u$ for some matrix $D$. The model $\left(U, V, F_{t}\right)$ is regular.

Proof. Pick $\rho_{3}=\infty$ and $R_{1}$ such that $\left|R_{1}(u)\right|_{U}=\left|F_{t}(u)\right|_{V}$. There isn't necessarily a unique choice, but there is one by compactness. Alternatively, consider the alternative homogeneous norm $\|_{\tilde{U}}$ on $U$ defined by

$$
|u|_{\tilde{U}}=\left(t^{I}+\sum_{i=1}^{I}\left|\operatorname{Pr}_{i}(u)\right|^{2 I / i}\right)^{\frac{1}{2 I}}
$$

and define $R_{1}$ by $\left|R_{1}(u)\right|_{\tilde{U}}=\inf _{F_{t}(\bar{u})=F_{t}(u)}|\bar{u}|_{\tilde{U}}$. In this case, $R_{1}$ is defined uniquely by convexity. Then, let $R_{2}(u)=u-R_{1}(u)$. This yields the result with $\Gamma=1, \gamma=4 .{ }^{2}$ Indeed for the last inequalities, note that if $\left|R_{1}(u)\right|_{U},\left|R_{2}(u)\right|_{U} \leq \rho$, then $|u|_{U}^{2} \leq 4\left(\left|R_{1}(u)\right|_{U}^{2}+\left|R_{2}(u)\right|_{U}^{2}\right) \leq 4 \rho^{2}$, which implies by Lemma 5.1.6 that $|u| \leq 2 \rho$. On the other hand if $|u|, \sqrt{t} \leq \rho_{2}$ for some $\rho_{2}$, then

$$
\left|R_{1}(u)\right| \leq\left|R_{1}(u)\right|_{U} \leq|u|_{U} \leq 2 \sqrt{2(I+1)} \rho_{2}^{1 / I}
$$

and then by the triangle inequality, $\left|R_{2}(u)\right| \leq \rho_{2}+2 \sqrt{2(I+1)} \rho_{2}^{1 / I}$. Then applying Lemma 5.1.6 again yields

$$
\begin{aligned}
\left|R_{2}(u)\right|_{U} & \leq \sqrt{2(I+1)}\left(\left(\rho_{2}+2 \sqrt{2(I+1)} \rho_{2}^{1 / I}\right)^{1 / I}+\rho_{2}^{1 / I}\right) \\
& \leq 3 \times 2(I+1) \rho_{2}^{1 / I^{2}}=6(I+1) \rho_{2}^{1 / I^{2}}
\end{aligned}
$$

So we can pick $\bar{\rho}_{1}=2 \rho$ and $\rho_{2}=\left(\frac{\rho}{6(I+1)}\right)^{I^{2}}$.
Proposition 5.1.9. Let $X_{t}$ be a random variable in $E_{\rho}$ for some $\rho \leq \rho_{2} / 2$ with density $p_{t}$ satisfying

$$
p_{t}(u) \leq \frac{\operatorname{Id}_{E} C_{2} \exp \left(-\frac{|u|_{U}^{2}}{M_{2} t}\right)}{t^{\nu / 2}}
$$

[^7]resp.,
$$
\frac{\operatorname{Id}_{E} C_{1} \exp \left(-\frac{|u|_{U}^{2}}{M_{1} t}\right)}{t^{\nu}} \leq p_{t}(u) .
$$

Let $Y_{t}=F_{t}\left(X_{t}\right)$, we have that $Y_{t}$ has a density $\bar{p}_{t}$ satisfying

$$
\bar{p}_{t}(v) \leq \operatorname{Id}_{|v| t<\rho} M_{t}\left(0, M_{2}^{\prime}, 2 \rho\right) C_{2}^{\prime} \exp \left(-\frac{|v|_{t}^{2}}{M_{2}^{\prime} t}\right),
$$

resp.

$$
\operatorname{Id}_{|v|_{t}<\rho} C_{1}^{\prime} \exp \left(-\frac{|v|_{t}^{2}}{M_{1}^{\prime} t}\right) M_{t}\left(0, M_{1}^{\prime}, \rho\right) \leq \bar{p}_{t}(v),
$$

with $C_{1}^{\prime}=\Gamma^{-1} K^{-2 n} C_{1}, M_{1}^{\prime}=M_{2} \gamma^{-2}, C_{2}^{\prime}=\Gamma \sqrt{\frac{2}{\beta}} C_{2}$, and $M_{2}^{\prime}=M_{2} \gamma^{2}$.
Proof. Upper bound. By formula 2.2.1, we have that

$$
\begin{aligned}
\bar{p}_{t}(v) & =\int_{u \in E, F_{t}(u)=v} \operatorname{det}\left(J F^{T}(u) J F(u)\right)^{-\frac{1}{2}} p(u) d m_{F_{t}^{-1}(v)}(u) \\
& \leq \int_{u \in E, F_{t}(u)=v} \sqrt{\frac{2}{\beta}} p(u) d m_{F_{t}^{-1}(v)}(u) \\
& \leq \int_{u \in E, F_{t}(u)=v} \sqrt{\frac{2}{\beta}} \frac{C_{2} e^{-\frac{|u|_{U}^{2}}{M_{2} t}}}{t^{\frac{\nu}{2}}} d m_{F_{t}^{-1}(v)}(u) \\
& \leq \int_{\bar{u} \in E, F_{0}(\bar{u})=F_{0}(0)} \Gamma \sqrt{\frac{2}{\beta}} e^{-\frac{\left|R_{1}(u)\right|_{U}^{2}}{\gamma M_{2} t}} \frac{C_{2} e^{-\frac{|\bar{u}|_{U}^{2}}{\gamma M_{2} t}}}{t^{\frac{\nu}{2}}} d m_{F_{0}^{-1}\left(F_{0}(0)\right)}(u)
\end{aligned}
$$

(By the change of variable $\bar{u}=R_{2}(u)$ )

$$
\begin{aligned}
& \leq \int_{\bar{u} \in E, F_{0}(\bar{u})=F_{0}(0)} \Gamma \sqrt{\frac{2}{\beta}} e^{-\frac{|v|_{V}^{2}}{\gamma^{2} M_{2} t}} \frac{C_{2} e^{-\frac{|\bar{u}|_{V}^{2}}{\gamma M_{2} t}}}{t^{\frac{\nu}{2}}} d m_{F_{0}^{-1}\left(F_{0}(0)\right)}(u) \\
& \leq \Gamma \sqrt{\frac{2}{\beta}} C_{2} e^{-\frac{|v|_{V}^{2}}{\gamma^{2} M_{2} t}} M\left(\gamma^{2} M, \rho\right)
\end{aligned}
$$

as expected.
Lower bound. Similarly, by the formula 2.2.1, we have that By formula 2.2.1, we have that

$$
\begin{aligned}
\bar{p}_{t}(v) & =\int_{u \in E, F_{t}(u)=v} \operatorname{det}\left(J F^{T}(u) J F(u)\right)^{-\frac{1}{2}} p(u) d m_{F_{t}^{-1}(v)}(u) \\
& \geq \int_{u \in E, F_{t}(u)=v} K^{-2 n} p(u) d m_{F_{t}^{-1}(v)}(u) \\
& \geq \int_{u \in E, F_{t}(u)=v} \sqrt{\frac{2}{\beta}} \frac{C_{1} e^{-\frac{|u|_{U}^{2}}{M_{2} t}}}{t^{\frac{\nu}{2}}} d m_{F_{t}^{-1}(v)}(u) \\
& \geq \int_{\bar{u} \in E, F_{0}(\bar{u})=F_{0}(0)} \Gamma^{-1} \sqrt{\frac{2}{\beta}} e^{-\frac{\gamma\left|R_{1}(u)\right|_{U}^{2}}{M_{2} t}} \frac{C_{1} e^{-\frac{\left.\gamma \bar{u}\right|_{U} ^{2}}{M_{2} t}}}{t^{\frac{\nu}{2}}} d m_{F_{0}^{-1}\left(F_{0}(0)\right)}(u)
\end{aligned}
$$

(By the change of variable $\bar{u}=R_{2}(u)$ )

$$
\begin{aligned}
& \geq \int_{\bar{u} \in E, F_{0}(\bar{u})=F_{0}(0)} \Gamma^{-1} K^{-2 n} e^{-\frac{\gamma^{2}|v|_{V}^{2}}{M_{2} t}} \frac{C_{1} e^{-\frac{\gamma|\bar{u}|_{V}^{2}}{M_{2} t}}}{t^{\frac{\nu}{2}}} d m_{F_{0}^{-1}\left(F_{0}(0)\right)}(u) \\
& \geq \Gamma^{-1} K^{-2 n} C_{2} e^{-\frac{\gamma^{2}|v|_{V}^{2}}{M_{2} t}} M\left(\gamma^{-2} M, \rho\right),
\end{aligned}
$$

as expected.
Proposition 5.1.10. Let $b \leq \rho^{2} / t, \bar{\rho} \leq \rho / 2$, there exist constants $\Delta_{1}$ and $\Delta_{2}$, depending only on o, $K, \beta, \nu_{1}, \nu_{2}, \ldots, \nu_{I}, I, \rho, b, M, \gamma, \Gamma$ (but not on the specific form of the function $F$ ), such that $\forall u \in E$, we have $\forall t \leq T$,

$$
\frac{\Delta_{1}}{\left|B_{t}(\sqrt{b t})\right|} \leq M_{t}(0, M, \rho) \leq \frac{\Delta_{2}}{\left|B_{t}(\sqrt{b t})\right|}
$$

Proof. Upper bound. Let $\xi$ be a random variable supported on $E(\rho)$ with density

$$
\frac{Q}{t^{\frac{\nu}{2}}} \exp \left(-\frac{|\xi|_{U}^{2}}{M \gamma^{2} t}\right) \operatorname{Id}_{\xi \in \bar{E}}
$$

for some appropriately chosen (time dependent) constant $Q$. Here

$$
\bar{E}=E \cap\left\{\xi \in U:|\xi|_{U}^{2} \leq b t\right\} .
$$

Note that

$$
Q \geq Q_{1}:=\left(\int_{\delta \sqrt{\frac{1}{M \gamma^{2} t}}(\bar{E})} e^{-|\xi|_{U}^{2}} d \xi\right)^{-1}{\sqrt{{\frac{1}{M \gamma^{2}}}^{\nu}} . . . . ~ . ~}
$$

Let $F_{t}(\xi)=\zeta$. Let $q_{t}(v)$ be the density of $\zeta$. We have, by Proposition 5.1.9, for $|v|_{t} \leq t b$ (recall $b t \leq \rho^{2}$ ),

$$
\begin{aligned}
q_{t}(v) & \geq C_{1}^{\prime} \exp \left(\frac{-|v|_{t}^{2}}{M t}\right) M_{t}(M, \rho) \\
& \geq Q_{1} \Gamma^{-1} K^{-2 n} \exp \left(\frac{-|v|_{t}^{2}}{M t}\right) M_{t}(M, \rho) \\
& \geq\left(\int_{\delta{\sqrt{\frac{1}{M \gamma^{2} t}}}(\bar{E})} e^{-|\xi|_{U}^{2}} d \xi\right)^{-1}{\sqrt{\frac{1}{M \gamma^{2}}}{ }^{\nu} \Gamma^{-1} K^{-2 n} C e^{-b / M} M_{t}(M, \rho) .} .
\end{aligned}
$$

Integrating the above inequality over the ball $B_{t}(b t)$ yields:

$$
\left(\int_{\delta \sqrt{\frac{1}{M \gamma^{2} t}}(\bar{E})} e^{-|\xi|_{U}^{2}} d \xi\right)^{-1}{\sqrt{\frac{1}{M \gamma^{2}}}{ }^{\nu} \Gamma^{-1} K^{-2 n} e^{-b / M} M_{t}(M, \rho)\left|B_{t}(\sqrt{b t})\right| \leq 1 . ~ . ~ . ~ . ~}_{\text {. }} .
$$

It follows that

$$
M_{t}(M, \rho) \leq \frac{M^{\nu / 2} \gamma^{\nu} \Gamma K^{2 n} e^{b / M}\left(\int_{\delta} \sqrt{\frac{1}{M \gamma^{2} t}}(\bar{E})\right.}{} e^{\left.-|\xi|_{U}^{2} d \xi\right)}\left|B_{t}(\sqrt{b t})\right| \quad=\frac{\Delta_{2}}{\left|B_{t}(\sqrt{b t})\right|}
$$

So we have the upper bound with $\Delta_{2}=M^{\nu / 2} \gamma^{\nu} \Gamma K^{2 n} e^{b / M}\left(\int_{\delta \sqrt{\frac{1}{M \gamma^{2} t}}}(\bar{E}) ~-\left.~ i \xi\right|_{U} ^{2} d \xi\right)$.
Lower bound. Let $\xi$ be a random variable supported on $E$ with density

$$
\frac{Q}{t^{\frac{\nu}{2}}} \exp \left(-\frac{\gamma^{2}|\xi|_{U}^{2}}{M t}\right) \operatorname{Id}_{\xi \in \bar{E}}
$$

for some appropriately chosen constant $Q$ ( $Q$ clearly only depends on $\left.M, b, \nu_{i}, \Lambda, E\right)$. Here

$$
\bar{E}=E \cap\left\{\xi \in U:|\xi|_{U}^{2} \leq b t\right\} .
$$

Let $F_{t}(\xi)=\zeta$. Let $q_{t}(v)$ be the density of $\zeta$. Note that similarly to the upper bound,

$$
Q \leq Q_{1}:=\left(\int_{\delta \sqrt{\frac{\gamma^{2}}{M t}}(\bar{E})} e^{-|\xi|_{U}^{2}} d \xi\right)^{-1} \sqrt[{\frac{\gamma^{2}}{M}}^{\nu}]{ } .
$$

We have, by Proposition 5.1.9, for $|v|_{t} \leq t b$,

$$
\begin{aligned}
q_{t}(v) & \leq M_{t}(M, \rho) Q \sqrt{\frac{2}{\beta}} \Gamma \exp \left(-\frac{|v|_{t}^{2}}{M t}\right) \\
& \leq M_{t}(M, \rho) Q \sqrt{\frac{2}{\beta}} \Gamma .
\end{aligned}
$$

Now, we integrate the above inequality over the ball $B_{t}(0, \sqrt{b t})$ (note that by construction of $\bar{E}$, this is the whole support of $q_{t}(v)$, law of $\zeta$ ). This yields:

$$
1 \leq M_{t}(M, \rho) Q \sqrt{\frac{2}{\beta}} \Gamma\left|B_{t}(\sqrt{b t})\right|
$$

From this, it follows that

We therefore have the lower bound with

$$
\Delta_{1}=\Gamma^{-1} \sqrt{\frac{\beta}{2}}\left(\int_{\delta \sqrt{\frac{\gamma^{2}}{M t}}(\bar{E})} e^{-|\xi|_{U}^{2}} d \xi\right){\sqrt{\frac{M}{\gamma^{2}}}}^{\nu}
$$

We are now in a position to prove the following key theorem:
THEOREM 5.1.1. Let $\left(U, V, F_{t}\right)$ be a regular model. Let $X_{t}^{1}$ a stochastic process in $U$, and let $G_{t} \in[0,1]$ be a localising random variable.

Assume that, for some constants $C, M, \beta, \epsilon$ ( not dependent on $t$ ), and for any $t \leq 1$,
(1) $\left|G_{t}\right|_{n+3,2^{3 n+1}},\left|X_{t}^{1}\right|_{n+3,2^{3 n+1}} \leq C$;
(2) $X_{t}^{1}$, localised by $G_{t}$, has a density that satisfies

$$
p_{X_{t}^{1}}^{\phi\left(G_{t}\right)}(u)=\mathbb{E}\left(\delta_{u}\left(X_{t}^{1}\right) \phi\left(G_{t}\right)\right) \leq \frac{C e^{-\frac{|u|_{U}^{2}}{M t}}}{t^{\frac{\nu}{2}}}
$$

where $\nu$ is the homogeneous dimension of $U$;
(3) $\mathbb{P}\left(\sup _{s \leq t}\left(\left|X_{t}^{1}\right|_{U}\right) \geq r\right) \leq e^{-\frac{M r}{t}} \quad(\forall r, t>0)$;
(4) $\mathbb{P}\left(\left|G_{t}\right| \geq 1\right) \leq C e^{-\frac{1}{M t}}, \quad \forall t \leq T$;
(5) $\operatorname{det}\left(\left|J F_{t}(0) J^{T} F_{t}(0)\right|\right) \geq \beta, \forall t \leq T$, where $T$ in the exponent denotes matrix transposition.

Let $X_{t}^{2}=F\left(X_{t}^{1}\right)$. There exist constants $C^{\prime}, C_{1}^{\prime}, C_{2}^{\prime}, \omega, M^{\prime}, \rho$, depending only on $o, K, C, M$, $\beta, \nu_{i}, \gamma, \Gamma$, and such that $C_{2}^{\prime}$ doesn't depend on $M$, and a time dependent localising random variable $0 \leq \bar{G}_{t} \leq 1$, such that that $X_{t}^{2}$, localised by $\bar{G}_{t}$, admits a density, and
(1) $\mathbb{E}(1-\bar{G}) \leq C^{\prime} e^{-\frac{\omega}{t}}$ and $\forall|v|_{t} \leq \rho$,
(2) $\mathbb{E}\left(\delta\left(X_{t}^{2}=v\right) \bar{G}_{t}\right) \leq \frac{C_{1}^{\prime} \exp \left(-\frac{|v|_{t}^{2}}{M^{\prime} t}\right)}{\left|B_{\|_{t}}(0, \sqrt{t})\right|}$,
(3) $\mathbb{E}\left(\delta\left(X_{t}^{2}=v\right) \bar{G}_{t}\right) \leq \frac{C_{2}^{\prime} \exp \left(-\frac{|v|_{t}^{2}}{M^{\prime} t}\right)}{\left|B_{\| t}\left(0, \sqrt{t M^{\prime}}\right)\right|}$.

If $M$ is an absolute constant, we can choose the second formula. If the dependence of $M$ on other parameters is difficult to control, we can chose the last formula for a bound that is properly locally integrable in space-time even if $M$ is not proper.

Proof. First, let $\bar{G}_{t}=G_{t} \phi\left(\frac{4 X_{t}^{1}}{\rho_{1}}\right)$ with $E_{\rho}$ defined as above. Note that $\bar{G}_{t}=0$ whenever $X_{t}^{1} \notin E_{\rho}$ By by the fourth and fifth assumptions, as well as the regularity of the model, we have that

$$
\mathbb{P}\left(\bar{G}_{t}=0\right) \leq C e^{-\frac{1}{M t}}+C e^{-\frac{\rho_{1}}{M t}} \leq 2 C e^{-\frac{\rho_{1}}{M t}}=C^{\prime} e^{-\frac{\omega}{t}}
$$

with $C^{\prime}=2 C$ and $\omega=\rho_{1} / M$, as required. Now, recall that by assumption

$$
\mathbb{E}\left(\bar{G}_{t} \delta\left(X_{t}^{1}=\tilde{u}\right)\right) \leq \mathbb{E}\left(\phi(G) \delta\left(X_{t}^{1}=\tilde{u}\right)\right) \leq C \frac{e^{-\frac{|\tilde{u}|_{U}^{2}}{M t}}}{t^{\nu / 2}}
$$

Now, by Proposition 5.1.9, we have that

$$
\begin{aligned}
\mathbb{E}\left(\bar{G} \delta\left(X_{t}^{2}=v\right)\right) & \leq M_{t}\left(M_{2}^{\prime}, \rho\right) C_{2}^{\prime} \exp \left(-\frac{|\tilde{u}|_{U}^{2}}{M_{2}^{\prime} t}\right) \\
& =M_{t}\left(M \gamma^{-2}, \rho\right) C \Gamma \sqrt{\frac{2}{\beta}} \exp \left(-\frac{\gamma^{2}|\tilde{u}|_{U}^{2}}{M t}\right)
\end{aligned}
$$

Then, by Proposition 5.1.10, we have

$$
\begin{aligned}
\mathbb{E}\left(\bar{G} \delta\left(X_{t}^{2}=v\right)\right) & \leq M_{t}\left(M \gamma^{-2}, \rho\right) C \Gamma \sqrt{\frac{2}{\beta}} e^{-\frac{\gamma^{2}|\tilde{u}|_{U}^{2}}{M t}} \\
& \leq C \Gamma \sqrt{\frac{2}{\beta}} e^{-\frac{\gamma^{2}|\tilde{u}|_{U}^{2}}{M t}} \frac{\Delta_{2}\left(M \gamma^{-2}\right)}{\left|B_{t}(\sqrt{b t})\right|}
\end{aligned}
$$

Hence we have on the one hand (for $b=1$ )

$$
\mathbb{E}\left(\bar{G} \delta\left(X_{t}^{2}=v\right)\right) \leq C \Gamma \sqrt{\frac{2}{\beta}} e^{-\frac{\gamma^{2}|\tilde{u}|_{U}^{2}}{M t}} \frac{M^{\nu / 2} \Gamma K^{2 n} e^{\gamma^{2} / M}\left(\int_{\delta \sqrt{\gamma^{2}}}(\bar{E})\right.}{} e^{\left.-|\xi|_{U}^{2} d \xi\right)}\left|B_{t}(\sqrt{t})\right| \quad,
$$

and on the other hand $\left(b=M / \gamma^{2}\right)$

$$
\mathbb{E}\left(\bar{G} \delta\left(X_{t}^{2}=v\right)\right) \leq C \Gamma \sqrt{\frac{2}{\beta}} e^{-\frac{\gamma^{2}|\tilde{u}|_{U}^{2}}{M t}} \frac{M^{\nu / 2} \Gamma K^{2 n} e\left(\int_{\delta \sqrt{\frac{\gamma^{2}}{M t}}(\bar{E})} e^{-|\xi|_{U}^{2}} d \xi\right)}{\left|B_{t}\left(\sqrt{M t / \gamma^{2}}\right)\right|}
$$

as expected.
Furthermore, note that we also have a similar results for lower bounds (we don't worry about dependence of the constants on anything here):

THEOREM 5.1.2. Let $\left(U, V, F_{t}\right)$ be a regular model. Let $X_{t}^{1}$ and $G_{t}$ be two stochastic processes in $U$. Let $\delta_{s}$ be the family of dilations defined by

$$
\forall u \in U, \quad \operatorname{pr}_{U_{i}}\left(\delta_{s}(u)\right)=s^{i} \operatorname{pr}_{U_{i}}(u), \delta_{s}(t, u)=\left(t s, \delta_{s}(u)\right)
$$

Let $\phi: U \rightarrow \mathbb{R}^{+}$be a localising function such that $\phi(u)=0$ whenever $|u| \geq 2$ and $\phi(u)=1$ whenever $|u| \leq 1$ Assume that, for some constants $C, M, \beta, \epsilon$ (not dependent on $t$ ), and for any $t \leq 1$, we have:
(1) $|\phi(G)|_{n+3,2^{3 n+1}},\left|X_{t}^{1}\right|_{n+3,2^{3 n+1}} \leq C$;
(2) $X_{t}^{1}$, localised by $\phi\left(G_{t}\right)$ has a density that satisfies $p_{X_{t}^{1}}^{\phi\left(G_{t}\right)}(u) \geq C e^{-\frac{M|u|_{U}^{2}}{t}}$;
(3) $\mathbb{P}\left(\sup _{s \leq t}\left(\left|X_{t}^{1}\right|_{U}\right) \geq r \forall i \leq C\right) e^{-\frac{M r}{t}}(\forall r, t>0)$;
(4) $\mathbb{P}(|G| \geq 1) \leq C e^{-\frac{M}{t}}, \forall t \leq T$;
(5) $\operatorname{det}\left(\left|J F_{t}(0) J^{T} F_{t}(0)\right|\right) \geq \bar{\beta}, \forall t \leq T$, where $T$ in the exponent denotes matrix transposition.

Let $X_{t}^{2}=F\left(X_{t}^{1}\right)$. There exist constants $C^{\prime}, C_{1}^{\prime}, \omega, M^{\prime}, \rho$ depending only on $o, K, C, M, \beta, \nu_{i}$, $\Gamma, \gamma$, and a time dependent random variable $\bar{G}_{t}$, such that that $X_{t}^{2} \bar{G}_{t}$ admits a density and
(1) $\mathbb{E}(1-\phi(G)) \leq C^{\prime} e^{-\frac{\omega}{t}}$ and $\forall|v|_{t} \leq \rho$
(2) $\mathbb{E}\left(\delta\left(X_{t}^{2}=v\right) \bar{G}_{t}\right) \geq \frac{C_{1}^{\prime} e^{-\frac{M^{\prime}|v|_{t}^{2}}{t}}}{\left|B_{| | t}(0, \sqrt{t})\right|}$.

Proof. First, like in the proof of the upper bound, let $\bar{G}_{t}=\phi\left(G_{t}\right) \phi\left(\frac{4 X_{t}^{1}}{\bar{\rho}_{1}}\right)$. By the fourth and fifth assumptions, we have that

$$
\mathbb{P}(\bar{G}) \leq C e^{-\frac{1}{M t}}+C e^{-\frac{\bar{\rho}_{1}}{M t}} \leq C^{\prime} e^{-\frac{\rho_{1}}{M t}}
$$

Then, still similarly to the proof of the upper bound, recall that our density satisfies

$$
\mathbb{E}\left(\bar{G} \delta\left(X_{t}^{1}=\tilde{u}\right)\right) \geq C \frac{e^{-\frac{|\tilde{u}|_{U}^{2}}{M t}}}{t^{\nu / 2}}
$$

Now, by Proposition 5.1.9, we have that

$$
\begin{aligned}
\mathbb{E}\left(\bar{G} \delta\left(X_{t}^{2}=v\right)\right) & \geq M_{t}\left(0, M_{1}^{\prime}, \rho\right) C_{1}^{\prime} \frac{e^{-\frac{\mid \tilde{u}_{U}^{2}}{M_{1}^{\prime} t}}}{t^{\nu}} \\
& =M_{t}\left(0, M_{1} \gamma^{-2}, \rho\right) C \Gamma^{-1} K^{-2 n} e^{-\frac{\gamma^{2}|\tilde{u}|_{U}^{2}}{M_{1} t}} \\
& \geq \frac{\Delta_{1}\left(M_{1}^{\prime}\right)}{\left|B_{t}(\sqrt{b t})\right|} C \Gamma^{-1} K^{-2 n} e^{-\frac{\gamma^{2}|\tilde{u}|_{U}^{2}}{M_{1} t}}, \quad \text { by Proposition 5.1.10. }
\end{aligned}
$$

Plugging in $b=1$, we obtain the required result.
We finish this subsection with the following doubling conditions. One important remark is that the constant appearing in the theorem below only depends on other constants involved in the definition of the problem. In particular, when we apply this to the situation where our point models are modeling control distances, we will immediately get uniformity with respect to the centre.

Proposition 5.1.11. Let $(U, V, F)$ be a regular model satisfying the usual conditions. There exist constants $D, \Delta \geq 0$, depending only on $n, \beta, T, K, I, \nu_{i}, n, \Lambda, \gamma, \Gamma$ such that $\forall d \leq \Delta, t \leq T$.

$$
\left|B_{t}(2 d)\right| \leq D\left|B_{t}(d)\right|
$$

Proof. From Proposition 5.1.10, we set $\Delta=\frac{\rho}{2}$. Apply Proposition 5.1.10 with, on the right, $b=\frac{4 d^{2}}{t}$, and on the left, $b=\frac{d^{2}}{t}$, we obtain that for $d \leq \rho / 2$ and for any $M$,

$$
\left|B_{t}(2 d)\right| \leq\left|B_{t}(d)\right| \frac{\Delta_{2}^{b=\frac{4 d^{2}}{t}}}{\Delta_{1}^{b=\frac{d^{2}}{t}}}=D\left|B_{t}(d)\right|
$$

Replacing the values of $\Delta_{2}^{b=\frac{4 d^{2}}{t}}$ and $\Delta_{1}^{b=\frac{d^{2}}{t}}$, we obtain:

$$
\left.D=\frac{M^{\nu / 2} \gamma^{\nu} \Gamma K^{2 n} e^{4 d^{2} / t M}\left(\int_{\delta}^{\sqrt{\frac{1}{M \gamma^{2} t}}}(\bar{E})\right.}{} e^{-|\xi|_{U}^{2}} d \xi\right) .
$$

We see that a good choice for $M$ would be $M=\frac{d^{2}}{t}$. This leaves us with, for $b$ smaller than a constant only depending on $\rho$,

$$
\begin{aligned}
D= & \frac{\gamma^{2 \nu} \Gamma^{2} K^{2 n} e^{4}\left(\int_{\delta_{1 / d \gamma}(\bar{E})} e^{-|\xi|_{U}^{2}} d \xi\right)}{\sqrt{\frac{\beta}{2}}\left(\int_{\delta_{\gamma / d}(\bar{E})} e^{\left.-|\xi|_{U}^{2} d \xi\right)}\right.} \\
& \leq \gamma^{2 \nu} \Gamma^{2} K^{2 n} e^{4} \sqrt{\frac{2}{\beta}} \frac{\left(\int_{|\xi|_{U} \leq 2 / \gamma} e^{-|\xi|_{U}^{2}} d \xi\right)}{\left(\int_{|\xi|_{U} \leq \gamma} e^{-|\xi|_{U}^{2}} d \xi\right)} .
\end{aligned}
$$

We also have the following result, also providing an alternative proof of doubling conditions.
LEMMA 5.1.12. Let $(U, V, F)$ be a model satisfying the usual conditions. Let $(U, V, \tilde{F})=$ $(U, V, J F)$ be the model obtained by replacing $F$ by its first order Taylor approximation $J F$. Denote by $\|_{V, t}$ and $\|_{\tilde{V}, t}$ the corresponding 'distances' on $V$. There exist constants $\kappa$ and $\delta$, depending only on $I, n, \beta, K, \nu_{i}, \gamma, \Gamma$, such that for any $s, t \leq \delta$,

$$
\kappa^{-1}\left|B_{\tilde{V}}(s)\right| \leq\left|B_{V}(s)\right| \leq \kappa\left|B_{\tilde{V}}(s)\right|
$$

where $\left|B_{\tilde{V}}(s)\right|$ denotes the volume (in $V$ ) of the ball of radius $s$ with respect to the 'metric' $\|_{V, t}$.
Proof. Suppose $x, y \in B_{U}(0, R)$ for some $R<\rho / 4$. Let $z=\operatorname{Pr}_{\operatorname{Ker} \tilde{F}}(y)+\operatorname{Pr}_{\operatorname{Ker} \tilde{F}^{\perp}}(x)$. We have first, by Lemma 5.1.2, $R^{2} \geq|x|_{U}^{2} \geq \frac{1}{2}\left(\left|\operatorname{Pr}_{\operatorname{Ker} \tilde{F}^{\perp}}(x)\right|_{U}^{2}+\left|\operatorname{Pr}_{\operatorname{Ker} \tilde{F}}(x)\right|_{U}^{2}\right)$, and therefore $\left|\operatorname{Pr}_{\operatorname{Ker} \tilde{F}^{\perp}}(x)\right|_{U}^{2} \leq 2 R^{2}$. Similarly $\left|\operatorname{Pr}_{\operatorname{Ker} \tilde{F}}(y)\right|_{U}^{2} \leq 2 R^{2}$. and finally, another application of Lemma 5.1.2 ensures that $|z|_{U}^{2} \leq 4\left(2 R^{2}+2 R^{2}\right)=8 R^{2}$.

It follows that

$$
\operatorname{Pr}_{\operatorname{Pr}_{\text {ker } \tilde{F} \perp}(x)+\operatorname{ker} \tilde{F}}\left(F^{-1}(\{F(x)\}) \cap B_{U}(0, R)\right) \subset \tilde{F}^{-1}(\{\tilde{F}(x)\}) \cap B_{U}(0,4 R)
$$

Then we have

$$
\operatorname{Vol}\left(F^{-1}(\{F(x)\}) \cap B_{U}(0, R)\right) \leq \Gamma \operatorname{Vol}\left(\tilde{F}^{-1}(\{\tilde{F}(x)\}) \cap B_{U}(0,4 R)\right)
$$

Now, the disintegration formula 2.2.1 ensures:

$$
\begin{aligned}
\operatorname{Vol}\left(B_{V}(0, R)\right) & =\int_{x \in B_{U}(0, R)} \frac{\sqrt{J F_{x} J F_{x}^{T}}}{\operatorname{Vol}\left(F^{-1}(\{F(x)\}) \cap B_{U}(0, R)\right)} d x \\
& \geq \frac{\sqrt{\beta / 2}}{\Gamma} \int_{x \in B_{U}(0, R)} \frac{1}{\operatorname{Vol}\left(\tilde{F}^{-1}(\{\tilde{F}(x)\}) \cap B_{U}(0,4 R)\right)} d x \\
& \geq \frac{\sqrt{\beta / 2}}{K^{n} \Gamma} \int_{x \in B_{U}(0, R)} \frac{\sqrt{\tilde{F} \tilde{F}^{T}}}{\operatorname{Vol}\left(\tilde{F}^{-1}(\{\tilde{F}(x)\}) \cap B_{U}(0,4 R)\right)} d x \\
& =\frac{4^{\nu} \sqrt{\beta / 2}}{K^{n} \Gamma} \operatorname{Vol}\left(B_{\tilde{V}}(0, R)\right) .
\end{aligned}
$$

The other inequality is proved analogously.
An alternative proof is to use Proposition 5.1.10 and the fact that the constants only depend on the constants $\beta, \gamma, \ldots$ from the assumptions, which can be left unchanged after switching to the distance $\|_{V}$.

### 5.2. Equivalences between models

The next lemma begins to hint at the link between the quantity $\beta$ involved in Lemma 2.2.1 and the hypoellipticity constant of a system, usually denoted $\beta$, but in this section, denoted $\beta$ to distinguish it from the former.

LEMMA 5.2.1. Let $F: \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$ be a function with $C^{o}$ constant bounded by $K$. For $x \in \mathbb{R}^{m}$, let $\beta_{F}(x)=\operatorname{det}\left(J F(x) J^{T} F(x)\right)$ and let

$$
\underline{\beta}=\sqrt{\inf _{|w|=1, w \in \mathbb{R}^{n}}|w J F|^{2}}
$$

( $\underline{\beta}$ corresponds to some sort of 'hypoellipticity constant'). We have the following inequality:

$$
K \geq \underline{\beta} \geq \frac{\sqrt{\beta}}{K^{(n-1)}}
$$

Proof. The left hand side is trivial.
For the right hand side, begin by observing that the matrix $J F(x) J^{T} F(x)$ is symmetric, and therefore diagonalisable by an orthonormal matrix. Now, let us write the eigenvalues $\lambda_{1}, \ldots, \lambda_{n}$. Since the diagonalising matrix is orthogonal, we have that $\left|\lambda_{i}\right| \leq K^{2}$ for each $i$. Since $\beta=\Pi_{i} \lambda_{i}$ and $\underline{\beta}^{2}=\inf _{i}\left|\lambda_{i}\right|$, the lemma follows.

Recall also that $\frac{1}{\sqrt{\underline{\beta}}}$ is an upper bound on the operator norm of any inverse function to the first order expansion of $F$.

The following proposition is a simpler but more explicit version of the implicit functions theorem. We include it both because it is for our problems to know on what quantities the radii involved depend (we eventually need a parametrised version of it), and because we want to highlight the beautiful similarities between this theorem the fact that Hörmander's condition implies the existence of a path between two points.

PROPOSITION 5.2.2 (Inverse functions theorem.). Let $F: \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$ be a function with all derivatives bounded in operator norm by $K$ and $\beta_{F}(0)=\operatorname{det}\left(J F(0) J F^{T}(o)\right)>0$. Let $0<\varepsilon<$ $(\beta / 2)^{1 / 2 n} / 2$, where as usual, $\underline{\beta}$ is the square root of the smallest eigenvalue of $J F(0) J F^{T}(0)$. Let

$$
\rho_{1}=\frac{1}{2} \min \left(\frac{\varepsilon}{K} \frac{\beta}{4 n!K^{2 n}}\right) .
$$

Let $\rho_{2}=(\beta / 2)^{1 / 2 n} \rho_{1}$. For any $y \in \mathbb{R}^{m}$ such that $|y-F(0)| \leq \rho_{2}$, there exists an $x \in \mathbb{R}^{m}$ such that $F(x)=y$.

Furthermore, $|x| \leq \frac{4|y|}{(\beta / 2)^{1 / 2 n}}$, and if $m=n$, $f$ has a uniquely defined and differentiable inverse $f^{-1}: B\left(0, \rho_{2}\right) \rightarrow B\left(0, \rho_{1}\right)$ with derivative satisfying

$$
D f^{-1}(y)=\left(D f\left(f^{-1}(y)\right)^{-1}\right.
$$

In particular, iteratively differentiating the above equation shows that $F^{-1}$ is smooth.
Proof. Similarly to the above subsections, we observe that $\forall x \in B\left(0,2 \rho_{1}\right)$, we have:

$$
\left|D F_{x}-D F_{0}\right| \leq \varepsilon
$$

and

$$
\beta(x) \geq \beta(0)-\sum_{\sigma \text { permutation of }\{1, \ldots, n\}} 2\left(K^{2}\right)^{n-1}\left(K^{2}\right) \geq \frac{\beta(0)}{2}
$$

Now, we fix $D=D F_{0}(\text { an } n \times m \text { matrix })^{3}$ we can find $x_{1} \in \mathbb{R}^{m}$ with $D x_{1}=y$ and $\left|x_{1}\right| \leq \frac{|y|}{\underline{\beta}(0)}$. We define the $x_{i}$ 's iteratively by

$$
\begin{aligned}
& x_{0}=0 \\
& D\left(x_{i}-x_{i-1}\right)=y-F\left(x_{i-1}\right), \quad \text { and } \\
& \left|x_{i}-x_{i-1}\right| \leq \frac{\left|F(y)-F\left(x_{i-1}\right)\right|}{(\beta / 2)^{1 / 2 n}}
\end{aligned}
$$

[^8]The sequence $\left(x_{i}\right)$ is a Cauchy sequence. Indeed, using first the qualitative part of the induction relation, we have

$$
\begin{aligned}
\left|y-F\left(x_{i}\right)\right| & =\left|y-F\left(x_{i-1}\right)+F\left(x_{i-1}\right)-F\left(x_{i}\right)\right| \\
& =\left|D\left(x_{i}-x_{i-1}\right)+F\left(x_{i-1}\right)-F\left(x_{i}\right)\right| \\
& \leq\left|\int_{0}^{1} J F_{x_{i-1}+s} \frac{x_{i}-x_{i-1}}{\mid x_{i}-x_{i-1}} \frac{x_{i}-x_{i-1}}{\left|x_{i}-x_{i-1}\right|} d s\right| \\
& \leq \varepsilon\left|x_{i}-x_{i-1}\right| .
\end{aligned}
$$

Now, using the quantitative part of the induction relation, we have:

$$
\left|x_{i+1}-x_{i}\right| \leq \frac{\left|y-F\left(x_{i}\right)\right|}{(\beta / 2)^{1 / 2 n}} \leq \frac{\varepsilon\left|x_{i}-x_{i-1}\right|}{(\beta / 2)^{1 / 2 n}} \leq \frac{\left|x_{i}-x_{i-1}\right|}{2}
$$

Now, since $\left(x_{i}\right)$ is a Cauchy sequence, it has a limit, which we call $x$. Now, observe that

$$
\left|y-F\left(x_{i}\right)\right|<\varepsilon\left|x_{i}-x_{i-1}\right| \leq \varepsilon\left(\frac{\varepsilon}{(\beta / 2)^{1 / 2 n}}\right)^{i-1}<\varepsilon\left(\frac{1}{2}\right)^{i-1}
$$

Letting $i$ tend to infinity, we get that $F(x)=y$ as expected. Finally, observe that

$$
\begin{aligned}
\left|x_{i}\right| & =\left|x_{1}+\sum_{k=2}^{i}\left(x_{k}-x_{k-1}\right)\right| \\
& <\left|x_{1}\right|\left(1+\sum_{k=0}^{\infty}\left(\frac{\varepsilon}{(\beta / 2)^{1 / 2 n}}\right)^{k}\right) \\
& <2\left|x_{1}\right|<\frac{2|y|}{(\beta / 2)^{1 / 2 n}}
\end{aligned}
$$

as expected.
For uniqueness, suppose that $x_{1}, x_{2} \in B\left(0, \rho_{1}\right)$ and $f\left(x_{1}\right)=f\left(x_{2}\right) \in B\left(0, \rho_{2}\right)$. We have immediately, for $\phi:[0,1] \rightarrow B\left(0, \rho_{1}\right), t \mapsto(1-t) x_{1}+t x_{2}$,

$$
\begin{align*}
\left|f\left(x_{2}\right)-f\left(x_{1}\right)\right| & =\left|D f \cdot\left(x_{2}-x_{1}\right)+\int_{0}^{1} \phi^{\prime \prime}(t) d t\right|  \tag{5.2.1}\\
& \geq(\beta / 2)^{1 / 2 n}\left|x_{2}-x_{1}\right|-K\left|x_{2}-x_{1}\right| \geq\left((\beta / 2)^{1 / 2 n}-\epsilon / 2\right)\left|x_{2}-x_{1}\right|
\end{align*}
$$

For the differentiability, we have for any $y_{1}, y_{2} \in B\left(0 \rho_{2}\right)$, using Eq. (5.2.1),

$$
\begin{aligned}
& \lim _{y_{2} \rightarrow y_{1}} \frac{\left|y_{2}-y_{1}-\left(D f\left(f^{-1}\left(y_{1}\right)\right)\right)^{-1}\left(y_{2}-y_{2}\right)\right|}{\left|y_{2}-y_{1}\right|} \\
& \leq \lim _{y_{2} \rightarrow y_{1}} \frac{K}{\left((\beta / 2)^{1 / 2 n}-\epsilon / 2\right)} \frac{\left|D f\left(f^{-1}\left(y_{1}\right)\right)\left(f^{-1}\left(y_{2}\right)-f^{-1}\left(y_{1}\right)\right)-\left(y_{2}-y_{2}\right)\right|}{\left|f^{-1}\left(y_{2}\right)-f^{-1}\left(y_{1}\right)\right|} \\
& =0
\end{aligned}
$$

We have the following simple but occasionally useful result (similar results have been proved directly for control distances in [37], [13], [47] etc.):

Lemma 5.2.3. Let $\left(U, V, F_{t}\right)$ be a model such that the first derivative of $F_{t}$ is uniformly bounded by some $K$, and with $\beta>0$ There exists a constant $C$, depending only on $I$ and $\beta$, such that for any $v \in V$ with $|v| \leq \frac{1}{K}$, we have

$$
C^{-1}|v|_{t}^{I} \leq|v| \leq C|v|_{t}
$$

Proof. For the upper bound, note that for any $u \in U$, we immediately have $|u| \leq|u|_{U}$, the upper bound follows immediately with $C=K$.

For the lower bound, note that by Theorem 5.2.2, there exists a $u \in U$ with $|u| \leq 4 \frac{|v|}{\underline{\beta}}$. Then we have

$$
|v|_{t} \leq|u|_{U} \leq \sqrt{I}|u|^{\frac{1}{I}} \leq\left(4 \frac{|v|}{(\beta / 2)^{1 / 2 n}}\right)^{\frac{1}{I}}
$$

We now introduce a few technical lemmas that are useful to show local equivalences between 'distances' defined by models. The final result, Proposition 5.2.6, is already in a general form amenable to applications in Part 3: the particular case where $\phi_{k}^{j}=0$ for all $j, k$ is enough to prove the upper bounds in Part 2.

DEFINITION 5.2.4. Let $U=U_{1} \oplus U_{2} \oplus \ldots \oplus U_{I}$ be a graded space with as usual $\operatorname{dim}\left(U_{i}\right)=\nu_{i}$, $\nu=\sum_{i=1}^{I} \nu_{i}$. Let $f: U \rightarrow \mathbb{R}^{n}$ be a function. We say that $f$ is $k$-scaled, for some $k \in \mathbb{N}$, if for any $u \in U, s \in \mathbb{R}^{+}$, we have $f\left(\delta_{s}(u)\right)=s^{i} f(u)$.

LEMMA 5.2.5. Let $U=U_{1} \oplus U_{2} \oplus \ldots \oplus U_{I}$ be a graded space and let $f$ be a $k$-scaled function for some $k$. Suppose that there exist $K, M$ (with $M \geq 1$ ) such that for any $v \in U$ with $|v|_{\text {eucl }}^{2}=1$, and for any $x$ with $|x|_{\text {eucl }} \leq M$, we have

$$
\left|\frac{\partial f}{\partial v}(x)\right| \leq K
$$

There exists a constant $C$, depending only on $K, M, I$ such that, for any $i \in\{1, \ldots, I\}, x \in U$ with $|x|_{U} \leq 1$, and for any $y_{i} \in U_{i}$ with $\left|y_{i}\right|_{\text {eucl }}=1$,

$$
\left|\frac{\partial f}{\partial y_{i}}(x)\right| \leq C|x|_{U}^{k-i}
$$

In particular, if $z \in U$ and for all $i,\left|z_{i}\right| \leq \bar{C}|x|_{U}^{m+i}$ and $\left|z_{i}\right| \leq \tilde{C}|x|_{U}^{i}$ for some $m \geq 0$ and some $\bar{C}, \tilde{C} \geq 1$, then for any $x$ with $|x| \leq 1$, we have

$$
|f(x+z)-f(x)| \leq C \bar{C} I(4(1+\tilde{C} \sqrt{I}))^{I}|x|_{U}^{k+m}
$$

Proof. For any $x \in U$, let $\omega(x):=\frac{1}{\inf \left(s:\left|\delta_{s}(x)\right|_{\text {eucl }} \geq 1\right)}$ There exists a constant $C$ depending only on $I$ such that for any $x \in U, C^{-1}|x|_{U} \leq \omega(x) \leq C|x|_{U}$.

We also write $\phi(x)$ for the point of the sphere $\left\{\xi: \xi \in U,|\xi|_{\text {eucl }}=|x|_{\text {eucl }}\right\}$ that can be obtained as $\delta_{s}(x)$ for $s=\omega(x)^{-1}$. We express the derivative $\frac{\partial f}{\partial y_{i}}(x)$ in a curvilinear coordinate system with components $(\omega(x), \phi(x))$.

Using the chain rule, we see that (using the notation $x_{i}$ for $\operatorname{Pr}_{U_{i}}(x)$, and writing $C$ for a constant dependent only on $K, M, I$ that changes from line to line)

$$
\begin{aligned}
\left|\frac{\partial f}{\partial y_{i}}(x)\right| & =\left|\frac{\partial f}{\partial \omega(x)} \frac{\partial \omega(x)}{\partial y_{i}}+\frac{\partial f}{\partial \phi(x)} \frac{\partial \phi(x)}{\partial y_{i}}\right| \\
& =\left|k \omega(x)^{k-1} \frac{\frac{2}{i}\left|x_{i}\right|^{\frac{2-i}{i}} \frac{\partial\left|x_{i}\right|}{\partial y_{i}}}{2 \omega(x)}+\frac{\partial f}{\partial \phi(x)} \frac{\partial \phi(x)}{\partial y_{i}}\right| \\
& \leq C \omega(x)^{k-1} \omega(x)^{\frac{2-i}{i} . i} \omega(x)^{-1}+K \omega(x)^{k} \omega(x)^{-i} \\
& \leq C \omega(x)^{k-i} \leq C|x|_{U}^{k-i},
\end{aligned}
$$

which concludes the proof of the first part.
For the second part, we integrate the first part along the line $x+t z(t \in[0,1])$. Note first that by Lemma 5.1.2, we have $|x+t z|_{U} \leq 4\left(|x|_{U}+\tilde{C} \sqrt{I}|x|_{U}\right)$. Then we have

$$
|f(x+z)-f(x)|=\left|\int_{0}^{1} \frac{\partial f}{\partial y_{i}}(x+z t) z d t\right|
$$

$$
\begin{aligned}
& \leq C(4(1+\tilde{C} \sqrt{I}))^{I} \sum_{i=1}^{I}|x|_{U}^{k-i} \bar{C}|x|_{U}^{m+i} \\
& =C \bar{C}(4(1+\tilde{C} \sqrt{I}))^{I} \sum_{i=1}^{I}|x|_{U}^{k+m} \\
& =C \bar{C} I(4(1+\tilde{C} \sqrt{I}))^{I}|x|_{U}^{k+m}
\end{aligned}
$$

as expected.
The following proposition is the main tool for proving results about progressive Hörmander and separated progressive Hörmander systems:

PROPOSITION 5.2.6 (Main tool for deterministic study of 'progressive' structures). Let $U=U_{1} \oplus U_{2} \oplus \ldots \oplus U_{I}$ and $V=V_{1} \oplus V_{2} \oplus \ldots \oplus V_{J}(I \geq J)$ be two graded spaces with dimensions $\nu=\sum_{i=1}^{I} \nu_{i}$ and $\bar{\nu}=\sum_{j=1}^{J} \bar{\nu}_{j}$, and let $F: U \rightarrow V$ be a function which can be expressed for some $N$ in the form

$$
F(u)=\sum_{j=1}^{J} M_{j} u_{j}+\sum_{j=1}^{J} \psi^{j}(u)+\sum_{j=1}^{J} \sum_{k=j+1}^{N} \phi_{k}^{j}(u)
$$

where for each $j$ and $k, \phi_{k}^{j}: U \rightarrow V_{j} \simeq \mathbb{R}^{\bar{\nu}_{j}}$ is a $k$-scaled function, $M_{j}$ is a $\overline{\nu_{j}} \times \nu_{j}$ matrix, and (for each $j \leq J$ ) $\psi^{j}$ is a $j$-scaled function of $u_{1}, u_{2}, \ldots, u_{i-1}$.

Suppose also that, uniformly over $j, k, u$ with $|u|_{\text {eucl }}=1$, we have

$$
\begin{aligned}
\left|\frac{\partial \phi_{k}^{j}(u)}{\partial u}\right| & \leq K \\
\left|\frac{\partial \psi^{j}(u)}{\partial u}\right| & \leq K \quad \text { and } \\
\left|v^{T} M_{j} M_{j}^{T} v\right| & \geq H^{-2} \quad \forall v \in \mathbb{R}^{\bar{\nu}_{j}} \quad \text { with }|v|=1
\end{aligned}
$$

for some $K, H$ (here $|\cdot|$ denotes the operator norm, and $\frac{\partial \phi_{k}^{j}(u)}{\partial u}$ should be seen as a Jacobian matrix).

There exist constants $M$ and $G$, depending only on $I, J, K, N$ such that for any $v \in V$ with $|v|_{V} \leq M$, there exists $a u \in U$ such that

$$
F(u)=v \quad \text { and } \quad|u|_{U} \leq G|v|_{V}
$$

REMARK 5.2.7. Because there clearly exist constants $M, G$ depending only on $I, J, K, N$ such that for any $|u|_{U} \leq M,|F(u)|_{V} \leq G|u|_{U}$, the above theorem is an 'equivalence theorem'.

Proof. In the calculations below, unless otherwise stated, $|\cdot|$ denotes the Euclidean norm. Note that we can work equivalently with either $|\cdot|_{U}$ and $|\cdot|_{V}$ or the homogeneous norm $\omega(y)=$ $\left(\inf _{\left|\delta_{s}(y)\right|=1}(s)\right)^{-1}$ (which can be defined in either $U$ or $V$ ). For any element $u$ of $U$ (resp. $v$ of $V$ ), we will write $u_{i}\left(\right.$ resp. $v_{i}$ ) for $\operatorname{Pr}_{U_{i}}(u)\left(\right.$ resp. $\operatorname{Pr}_{V_{i}}(v)$ ). We will use suffixes to denote steps in our iterative construction procedure.

For a non square matrix $M \in \mathbb{R}^{n} \otimes \mathbb{R}^{m}(m \geq n)$, such that the smallest eigenvalue of $M M^{T}$ is strictly positive, by abuse of notation, we define, for any $x \in \mathbb{R}^{n}, y=M^{-1}(x)$ to be the unique element of $\mathbb{R}^{m}$ such that $M y=x$ and $y$ is orthogonal to the kernel of the linear map represented by $M$, i.e. $M^{-1}$ is used to denote the Moore-Penrose inverse.

We will use the following notation: $\xi_{i}^{n}=\left(u_{1}^{n}, \ldots, u_{i-1}^{n}, u_{i}^{n-1}, u_{i+1}^{n-1}, \ldots\right)$.
Using this notation, we now define the iterative procedure that will converge to our inverse element $u$ :

We set $u^{-1}, u^{0}=0$ and then $\forall n \geq 1, \forall 1 \leq j \leq J, \forall k \geq j+1$, we set:

$$
u_{j}^{n}=u_{j}^{n-1}+M_{j}^{-1}\left(v_{j}-\operatorname{Pr}_{V_{j}}\left(F\left(\xi_{j}^{n}\right)\right)\right) \quad \text { and } \quad u_{k}^{n}=0
$$

Set $\Gamma=N C I(4(1+\sqrt{I}))^{I}+1$. For $|v|_{V} \leq M=\frac{\Gamma^{-J}}{2}$, we will show by induction the following three identities:

$$
\begin{aligned}
\left|u_{j}^{n}-u_{j}^{n-1}\right| & \leq \Gamma^{(n-1) J+j-1}|v|_{V}^{n+j-1} \leq|v|_{V}^{j} \\
\left|u_{j}^{n}\right| & \leq 2 \Gamma^{j}|v|_{V}^{j} \\
\left|v^{j}-\operatorname{Pr}_{V_{i}}\left(F\left(u^{n}\right)\right)\right| & \leq H^{-1} \Gamma^{n J}|v|_{V}^{n+j}
\end{aligned}
$$

First, note that the second inequality follows immediately from the first one:

$$
\left|u_{j}^{n}\right| \leq \sum_{k=1}^{n}\left|u_{j}^{k}-u_{j}^{k-1}\right| \leq \sum_{k=1}^{n} \Gamma^{(k-1) J+j-1}|v|_{V}^{k+j} \leq 2|v|_{V}^{j} \Gamma^{j-1} \leq 2|v|_{V}^{j} \Gamma^{j}
$$

This means we only need to prove the first and last inequalities. For this, we proceed by induction over $n$.

First note that for $n=0$, the result is clear. We now suppose it holds for $n$, and prove it for $n+1$. In all the calculations below, we will make much use of the fact that the operator norm of $M_{j}^{-1}$ is bounded above by $H$.

We prove the first inequality by induction over $j$. For $j=1$, we have

$$
\begin{aligned}
\left|u_{1}^{n+1}-u_{1}^{n}\right| & \leq H\left|v_{1}-\operatorname{Pr}_{V_{1}}\left(F\left(u^{n}\right)\right)\right| \leq H H^{-1} \Gamma^{n J}|v|_{V}^{n+j} \\
& =\Gamma^{n J}|v|_{V}^{n+j}=\Gamma^{n J+1-1}|v|_{V}^{n+1+1-1}
\end{aligned}
$$

as required. Then for the induction step (over $j$ ), we have:

$$
\begin{aligned}
\left|u_{j}^{n+1}-u_{j+1}^{n}\right| & \leq H\left|v^{j+1}-\operatorname{Pr}_{V_{j+1}}\left(F\left(\xi_{j+1}^{n+1}\right)\right)\right| \\
& \leq H\left(\left|v^{j+1}-\operatorname{Pr}_{V_{j+1}}\left(F\left(u^{n}\right)\right)\right|+\left|\operatorname{Pr}_{V_{j+1}}\left(F\left(u^{n}\right)\right)-\operatorname{Pr}_{V_{j+1}}\left(F\left(\xi_{j+1}^{n+1}\right)\right)\right|\right) \\
& \leq H\left(H^{-1} \Gamma^{n J}|v|_{V}^{n+j+1}+\sum_{k=1}^{j}\left|\operatorname{Pr}_{V_{j+1}}\left(F\left(\xi_{k+1}^{n+1}\right)\right)-\operatorname{Pr}_{V_{j+1}}\left(F\left(\xi_{k}^{n+1}\right)\right)\right|\right)
\end{aligned}
$$

Now, we see that

$$
\left|\xi_{k+1}^{n+1}-\xi_{k}^{n+1}\right|=\left|u_{k+1}^{n+1}-u_{k}^{n+1}\right| \leq \Gamma^{n J+k}|v|_{V}^{n+k} \leq 1|v|_{V}^{k} \Gamma^{k}
$$

Note also that for $k \leq j$, trivially $\Gamma^{n J+k}|v|_{V}^{n+k} \leq \Gamma^{n J+k}|v|_{V}^{n+j}$. This allows one to apply Lemma 5.2.5 on $\psi^{j+1}$, with $\bar{C}=\Gamma^{n J+j}$ and $\tilde{C}=1$, giving, where $C$ is the constant from Lemma 5.2 .5 (relative to the $K$ appearing in this theorem),

$$
\begin{aligned}
\left|u_{j}^{n+1}-u_{j+1}^{n}\right| & \leq H\left(H^{-1} \Gamma^{n J}|v|_{V}^{n+j+1}+\sum_{k=1}^{j}\left|\operatorname{Pr}_{V_{j+1}}\left(F\left(\xi_{k+1}^{n+1}\right)\right)-\operatorname{Pr}_{V_{j+1}}\left(F\left(\xi_{k}^{n+1}\right)\right)\right|\right) \\
& \leq H\left(H^{-1} \Gamma^{n J}|v|_{V}^{n+j+1}+C \bar{C} I(4(1+\tilde{C} \sqrt{I}))^{I}|v|_{U}^{j+1+n}\right) \\
& =H\left(H^{-1} \Gamma^{n J}|v|_{V}^{n+j+1}+C \Gamma^{n J+j} I(4(1+\sqrt{I}))^{I}|v|_{U}^{j+1+n}\right) \\
& \leq H\left(H^{-1} \Gamma^{n J+j}|v|_{V}^{n+j+1}+H^{-1} C \Gamma^{n J+j} I(4(1+\sqrt{I}))^{I}|v|_{U}^{j+1+n}\right) \\
& \leq|v|_{U}^{j+1+n} \Gamma^{n J+j+1}
\end{aligned}
$$

as expected. (Recall that $\Gamma \geq C I(4(1+\sqrt{I}))^{I}+1$, by definition.) This concludes the induction step for the first inequality.

Now we only have to complete the induction step for the third inequality. We have immediately, using the first inequality and Lemma 5.2 .5 on the $\phi_{k}^{j}$ for $k=j+1, \ldots, N$ (recall $\psi^{j}\left(u^{n+1}\right)$ only depends on $\left.u_{1}^{n+1}, u_{2}^{n+1}, \ldots u_{j-1}^{n+1}\right)$, for any $1 \leq j \leq J$ :

$$
\left|v_{i}-\operatorname{Pr}_{V_{j}}\left(F\left(u^{n+1}\right)\right)\right|=\left|v_{j}-\operatorname{Pr}_{V_{i}}\left(F\left(\xi_{j+1}^{n+1}\right)\right)+\operatorname{Pr}_{V_{j}}\left(F\left(\xi_{j+1}^{n+1}\right)\right)-\operatorname{Pr}_{V_{j}}\left(F\left(u^{n}\right)\right)\right|
$$

$$
\begin{aligned}
& =0+\left|\operatorname{Pr}_{V_{j}}\left(F\left(\xi_{j+1}^{n+1}\right)\right)-\operatorname{Pr}_{V_{j}}\left(F\left(u^{n+1}\right)\right)\right| \\
& \leq \sum_{k=j+1}^{N} \Gamma^{n J+J-1} C I(4(1+\sqrt{I}))^{I}|v|_{V}^{k+n} \\
& \leq N C I(4(1+\sqrt{I}))^{I} \Gamma^{n J+J-1}|v|_{V}^{n+j+1} \\
& \leq|v|_{V}^{n+j+1} \Gamma^{(n+1) J}
\end{aligned}
$$

as expected. (Recall that by definition, $\Gamma \geq N C I(4(1+\sqrt{I}))^{I}$.) This concludes the proof of the three inequalities.

To show the theorem, observe that the first inequality shows that for any $j,\left(u_{j}^{n}\right)_{n \in \mathbb{N}}$ is a Cauchy sequence. Define its limit as $u_{j}$. Now taking the limit as $n$ tends to infinity in the third and last inequality yields $v_{j}-\operatorname{Pr}_{V_{j}}(F(u))=0$. Since this is valid for each $j$, this implies $v=$ $F(u)$, as required. Finally, taking the limit as $n$ tends to infinity in the second inequality yields: $\left|u_{j}\right| \leq 2 \Gamma^{j}|v|_{V}^{j}$, which implies $|u|_{U} \leq \sqrt{I} 2^{I} \Gamma|v|_{V}$, which is our required second inequality with $G=\sqrt{I} 2^{I} \Gamma$.

To finish this section, we note the following trivial fact about families of non centred seminorms:

Proposition 5.2.8. Let $V=\mathbb{R}^{n}$, and suppose that we are given two families of non centered seminorms $|\cdot|_{1, t}$ and $|\cdot|_{2, t}$ (i.e. $|v|_{t}=\left|v-v_{t}\right|_{* t}$ where $v_{t} \in V$ is a smooth curve starting at 0 and $|\cdot|_{* t}$ is a family of seminorms.) Suppose that $|\cdot|_{1, t}$ satisfies a doubling condition in the sense that there exist constants $\Delta_{1}, T$ and $D_{1}$ such that

$$
\forall d \leq \Delta_{1}, \quad\left|B_{1, t}(2 d)\right| \leq D_{1}\left|B_{1, t}(d)\right|
$$

Suppose also that the families of non centred seminorms are locally equivalent in the sense that there exist constants $\bar{\Delta}$ and $\bar{D}$ such that

$$
\forall v \in V, \forall t \leq T \text { such that }|v|_{1, t} \leq \bar{\Delta}, \text { we have }|v|_{2, t} \leq \bar{D}|v|_{1, t}
$$

Then we have that there exist constants $\Delta_{2}$ and $D_{2}$ such that

$$
\forall d \leq \Delta_{2}, \text { we have }\left|B_{2, t}(2 d)\right| \leq D_{2}\left|B_{2, t}(d)\right|
$$


Proof. Fix $d \leq \frac{\min \left(\overline{\bar{g}}, \Delta_{1}\right)}{2^{\left[\frac{\log \left(\bar{D}^{2}\right)}{\log (2)}\right\rceil}}$. Set $\bar{d}=\frac{d}{\bar{D}^{2}}$ and $K=2 \bar{D}^{2}$

$$
\begin{aligned}
\left|B_{2, t}(2 d)\right| & =\left|B_{2, t}(K \bar{d})\right| \leq\left|B_{1, t}(K \bar{D} \bar{d})\right| \\
& \leq\left|B_{1, t}\left(2^{\left\lceil\frac{\log (K)}{\log (2)}\right\rceil} \bar{D} \bar{d}\right)\right| \leq D_{1}^{\left\lceil\frac{\log (K)}{\log (2)}\right\rceil}\left|B_{1, t}(\bar{D} \bar{d})\right| \\
& =D_{1}^{1+2\left\lceil\frac{\log (\bar{D})}{\log (2)}\right\rceil}\left|B_{1, t}(\bar{D} \bar{d})\right|
\end{aligned}
$$

## CHAPTER 6

## Auxiliary systems and objects

Here we introduce some of the auxiliary objects that will be used to prove our bounds.

### 6.1. Truncated signatures

Here we recall one of the basic objects of rough path theory, the truncated signature, and some of its basic properties. We begin by a recalling the theory for a general $d$-dimensional path. We refer to [22], [44], [43], [40], [31], [11] or [21] for more details.

REMARK 6.1.1. Note that it is possible to prove upper bounds whose space-time integrals are polynomial constants without any understanding of the algebraic structure of the objects below. Indeed, controlling the equivalence constant between homogeneous and control norms could be avoided by using the homogeneous norm both in the ball (in the denominator) and inside the exponential, which would not change the space-time integral of our upper bound. It does no harm to simply see the log-signature as the projection of the signature onto the tangent space of its intrinsic space at 0 and see the exponential map as the inverse of that transformation. The logarithm is just an orthogonal projection from a manifold in a Euclidean vector space to a subspace of that Euclidean vector space (for a proof see [52]).

Recall from rough path theory the tensor space

$$
T^{l}\left(\mathbb{R}^{d}\right)=\bigoplus_{k=0}^{l}\left(\mathbb{R}^{d}\right)^{\otimes k}
$$

which we will call the truncated signature space of order land generator of size $d$. The dimension of that space is $\sum_{i=0}^{l} d^{i}$.

We will always work with the following basis for $T^{l}\left(\mathbb{R}^{d+1}\right)$ :
Let $e_{1}, \ldots, e_{d}$ be the canonical basis for $\mathbb{R}^{d}$. An orthonormal basis for the vector space $T^{l}\left(\mathbb{R}^{d+1}\right)$ is given by:

$$
e^{1}, \ldots, e^{d}, \ldots, e^{i} \otimes e^{j}, \ldots, e^{i_{1}} \otimes e^{i_{2}} \otimes \ldots \otimes^{i_{l}}, \ldots
$$

We also use the short-cut $e^{i, j}$ for $e^{i} \otimes e^{j}$ and $e^{[i, j]}$ for $e^{i} \otimes e^{j}-e^{j} \otimes e^{i}$, and more generally, we define iteratively $e^{i, \alpha}=e^{i} \otimes e^{\alpha}$ and $e^{[i, \alpha]}=\left[e^{i}, e^{\alpha}\right]=e^{i} \otimes e^{\alpha}-e^{\alpha} \otimes e^{i}$.

DEFINITION 6.1.2. If $v=\left(v^{i}\right)_{i=0,1,2, \ldots, d}$ is collection of $d+1$ vector fields, for any multiindex $\alpha$, we define higher order derivatives $\left(v^{\alpha}\right)$ and brackets $\left(v^{[\alpha]}\right)$ by the induction relations $v^{(i)}=v^{i}, v^{i, \alpha}=\frac{\partial v^{\alpha}}{\partial v^{i}}$ and $v^{[i, \alpha]}=\left[v^{i}, v^{\alpha}\right]$. In fact, it will sometimes be useful to view $v^{*}$ as a linear map from the tensor space $T^{l}\left(\mathbb{R}^{d+1}\right)$ to $\mathbb{R}^{d+1}$ which makes the operation of directional derivation correspond to the tensor product and the two operations of taking brackets correspond to each other (brackets on the tensor space are defined via the formula $\left[e_{1}, e_{2}\right]=e_{1} \oplus e_{2}-e_{2} \oplus e_{1}$ and linear extension).

From this perspective, the above definition of $v^{\alpha}$ corresponds to using the shorthand $v^{\alpha}$ for $v^{\oplus_{k=1}^{\# \alpha} e_{\alpha_{k}} .}$

It is a non-trivial fact that the iterative definition of $v^{[\alpha]}$ coincides with the definition of $v^{e^{[\alpha]}}$ (this result goes back to Kusuoka-Stroock [37]):

LEMMA 6.1.3. For any $r+1$ differentiable family of vector fields $\sigma^{0}, \sigma^{1}, \ldots, \sigma^{d}$ on $\mathbb{R}^{m}$ and any multi-index $\alpha$ with $|\alpha| \leq r$, we have

$$
\sigma^{[\alpha]}=\sigma^{e^{[\alpha]}}
$$

Proof. Claim: for any multi-index $\alpha$, if we write $\alpha=\sum_{\beta} \sigma^{(\beta)}$ (uniquely), then we have for any $i \in\{0,1, \ldots, d\}$,

$$
\sigma^{[\alpha]}\left(\sigma^{i}\right)=\sum_{\beta} \lambda_{\beta} \sigma^{(\beta, i)}
$$

## Proof of Claim:

We proceed by induction on the length of $\alpha$ : If $\#(\alpha)=1$ and $\alpha=(j)$, then indeed $\sigma^{\alpha}\left(\sigma^{i}\right)=$ $\sigma^{j}\left(\sigma^{i}\right)=\sigma(j, i)$.

For the induction step, if $\alpha=(j, \gamma)$, then if we write $\sigma^{[\gamma]}=\sum_{\beta} \lambda_{\beta}^{\gamma} \sigma^{\beta}$, we have

$$
\begin{aligned}
\sigma^{[\alpha]}\left(\sigma^{i}\right) & =\left(\sigma^{j}\left(\sigma^{[\gamma]}\right)\right)\left(\sigma^{i}\right) \\
& =\sum_{\beta} \lambda_{\beta}^{\gamma}\left(\sigma^{j}\left(\sigma^{\beta}\right)\right)\left(\sigma^{i}\right)-\sum_{\beta} \lambda_{\beta}^{\gamma}\left(\sigma^{\beta}\left(\sigma^{j}\right)\right)\left(\sigma^{i}\right) \\
& \left.=\sum_{\beta}\left(\sigma^{(j, \beta, i)}\right)-\frac{\partial^{2} \sigma^{i}}{\partial \sigma^{j} \partial \sigma^{\beta}}\right)-\sum_{\beta}\left(\sigma^{(\beta, j, i)}-\frac{\partial^{2} \sigma^{i}}{\partial \sigma^{j} \partial \sigma^{\beta}}\right) \\
& =\sum_{\beta} \lambda_{\beta}^{\gamma}\left(\sigma^{(j, \beta, i)}-\sigma^{(\beta, j, i)}\right)
\end{aligned}
$$

Since $\sum_{\beta} \lambda_{\beta}^{\gamma}\left(\sigma^{(j, \beta)}-\sigma^{(\beta, j)}\right)$ is the expansion of $\sigma^{(j, \gamma)}$ in our orthogonal basis of $T^{l}(\mathbb{R} d+1)$, this concludes the proof of the claim.

Proof of the theorem: Again, we proceed by induction over the length of $\alpha$. If $\alpha=(i)$ then the result is clear.

For the induction step, suppose $\alpha=(j, \gamma)$, we have immediately:

$$
\begin{aligned}
\sigma^{[j, \gamma]} & =\sigma^{j}\left(\sigma^{[\gamma]}\right)-\sigma^{[\gamma]}\left(\sigma^{j}\right) \\
& =\sigma^{j}\left(\sigma^{e^{[\gamma]}}\right)-\sigma^{e^{[\gamma]}}\left(\sigma^{j}\right) \\
& =\sigma^{e^{(j,[\gamma])}}-\sigma^{e^{[\gamma]}}\left(\sigma^{j}\right) \\
& =\sigma^{e^{(j,[\gamma])}}-\sigma^{e^{([\gamma], j)}}=\sigma^{e[(j, \gamma)]}
\end{aligned}
$$

where at the last next to last line, we have used the definition of iterated derivatives only, and at the last line, we have used the claim proved above. This concludes the proof.

REMARK 6.1.4. The order of bracketing is not relevant: for instance, if $\alpha$ is a Lyndon word and $[[\alpha]]$ is the standard bracketing of $\alpha$, it can be shown similarly that $\sigma^{[\alpha]}=\sigma^{e^{[[\alpha]]}}$.

REMARK 6.1.5. It can be shown by induction using the Jacobi identity that the space of arbitrary bracketings of words is the space

$$
\operatorname{span}_{|\alpha| \leq L} e^{[\alpha]}=\operatorname{span}_{\substack{\alpha \in \mathcal{L}(\{0,1, \ldots, d\} \\|\alpha| \leq L)}} e^{[[\alpha]]}
$$

We can now use expressions such as $\sigma^{[\alpha]}$ or $\sigma^{e^{[\alpha]}}$ and $\sigma^{\alpha}$ or $\sigma^{e^{\alpha}}$ interchangeably.
Recall that for a sufficiently regular ${ }^{1}$ path $\gamma:[0, T] \rightarrow \mathbb{R}^{d}$ we define iteratively the iterated integrals of $\gamma$ by

$$
\gamma_{t}^{\alpha, i}=\int_{0}^{t} \gamma_{s}^{\alpha} d \gamma_{s}^{i}
$$

[^9]If $\gamma$ is a deterministic path of bounded variation, the integral above is standard Lebesgue integration. If $\gamma$ is an Itô process, the integral above is to be interpreted as a Stratonovich integral. Formally, this means we suppose we are already given a geometric rough path lift of the path $\gamma$ (otherwise we would formally need to change the probability space to make sure both $\gamma$ and its integrals are well defined random variables on that same probability space).

DEFINITION 6.1.6. The truncated signature (of order l) of the path $\gamma$ at time $t$ is the the highly degenerate object

$$
\left(s(\gamma)_{t}^{\alpha}\right)_{\#(\alpha) \leq l} \in T^{l}\left(\mathbb{R}^{d}\right)
$$

Let $G^{l}\left(\mathbb{R}^{d}\right)$ be the free nilpotent group of degree $l$, that is, the group defined by the exponential of Lie polynomials up to degree $l$ in $T^{l}\left(\mathbb{R}^{d}\right)$.

It can be shown that the truncated signature $s$, as a function of time, of a path of bounded variation, as well as the rough path lift of Brownian motion (which is the same as considering the the process together with its Stratonovich integrals), lie in the space of geometric rough paths, that is $s_{t} \in G^{l}\left(\mathbb{R}^{d}\right)$ and for any $u, t, s_{t}=s_{u} \otimes s_{t-u}$.

Note that $G^{l}\left(\mathbb{R}^{d}\right)$ is a special manifold in the tensor space $T^{l}\left(\mathbb{R}^{d}\right)$, endowed with a Carnot group structure.

The signature is a very exciting tool that can be used in a variety of contexts including geometry ( [16], where the tool was defined for the first time), rough path theory, control theory, character recognition ([23]), improved Monte Carlo simulations ( [45], [41]), filtering [19], time series analysis/machine learning $([\mathbf{1 8}],[\mathbf{2 5 ]})$ and of course (like the present thesis) applications to SDE ([37], [32]).

We note from [22] the following full characterisation of the algebraic relations that an element of the tensor space $T^{l}\left(\mathbb{R}^{d}\right)$ must satisfy to be the signature of a path:

THEOREM 6.1.1 (Shuffle product formula). A tensor element

$$
a=\left(1, a^{1}, \cdots, a^{l}\right) \in T^{l}\left(\mathbb{R}^{d}\right)
$$

belongs to $G\left(\mathbb{R}^{d}\right)$ if and only if

$$
a^{m} \otimes a^{n}=\sum_{\sigma \in \mathcal{S}(m, n)} \mathcal{P}\left(a^{m+n}\right), \quad \forall m, n \geq 1
$$

where $\mathcal{S}(m, n)$ denotes the set of $(m, n)$ shuffles in the permutation group of order $m+n$ and $\mathcal{P}^{\sigma}: V^{\otimes(m+n)} \rightarrow V^{\otimes(m+n)}$ is the permutation operator given by

$$
\mathcal{P}^{\sigma}\left(v_{1} \otimes \ldots \otimes v_{m+n}\right)=v_{\sigma(1)} \otimes \ldots \otimes v_{\sigma(m+n)}
$$

We define also the log-signature space $\mathcal{L}^{l}\left(\mathbb{R}^{d}\right)$ to be the Lie algebra associated with the Lie group $G^{l}\left(\mathbb{R}^{d}\right)$. More explicitly:

$$
\mathcal{L}^{l}\left(\mathbb{R}^{d}\right)=\bigoplus_{\#(\alpha) \leq l} e^{[\alpha]}
$$

The log-signature of the path $\gamma$ is the orthogonal projection $\log (S(\gamma))$ of the signature on the log-signature space.

We note (cf. [44]) that the log signature determines the signature uniquely and the map that associates the signature to the log signature and its inverse have the series expansions of the exponential and logarithm functions respectively:

We write $S=1+{ }^{1} S+{ }^{2} S \ldots$ for the expression of the signature in the space $T^{l}\left(\mathbb{R}^{d}\right) .{ }^{i} S$ is an element of $\left(\mathbb{R}^{d}\right)^{\otimes i}$ and ${ }^{1} S+{ }^{2} S \ldots+{ }^{l} S$ is an element of $\bigoplus_{k=1}^{l}\left(\mathbb{R}^{d}\right)^{\otimes k}$

$$
\log (S)=\left({ }^{1} S+{ }^{2} S \ldots+{ }^{l} S\right)-\frac{\left({ }^{1} S+{ }^{2} S \ldots+{ }^{l} S\right)^{2}}{2}+\ldots
$$

(in this formula, multiplication must be interpreted as the operation $\otimes$ described above), and for the exponential, if $R \in \mathcal{L}^{l}\left(\mathbb{R}^{d}\right)$,

$$
\exp (R)=\sum_{k=0}^{l} \frac{R^{k}}{k!}
$$

REMARK 6.1.7. In both of the formulae above, because we are looking at truncated signatures rather than the full signature, we must use the convention that $e^{\alpha} \otimes e^{\beta}=0$ if $\# \alpha+\# \beta>l$.

### 6.2. Truncating at order rather than length.

The above objects can also be defined for the tensor space

$$
T^{\infty}\left(\mathbb{R}^{d+1}\right)=\bigoplus_{k=0}^{l}\left(\mathbb{R}^{d+1}\right)^{\otimes k}
$$

where we use the notation

$$
e^{0}, e^{1}, \ldots, e^{d}, \ldots, e^{i} \otimes e^{j}, \ldots, e^{i_{1}} \otimes e^{i_{2}} \otimes \ldots \otimes e^{i_{l}}, \ldots
$$

for the basis vectors (for $i, j, i_{1}, i_{2}, \ldots, i_{l} \in\{0,1, \ldots, d\}$ ).
Recall that for a multi-index $\alpha \in \operatorname{Multi}(\{0,1, \ldots, d\})$, the order $|\alpha|$ of $\alpha$ is defined as $2 o_{0}(\alpha)+o_{1}(\alpha)$ where $o_{0}(\alpha)$ and $o_{1}(\alpha)$ denote the number of zero and non-zero indices in $\alpha$ respectively.

We now define the following subspaces of $T^{\infty}\left(\mathbb{R}^{d+1}\right)$ for any fixed $l$ :
The truncated signature space

$$
\mathcal{T}^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right)=\operatorname{span}_{|\alpha| \leq l} e^{\alpha}
$$

and the truncated log-signature space

$$
\mathcal{L}^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right)=\operatorname{span}_{|\alpha| \leq l} e^{[\alpha]}
$$

Warning Those notations may vary from the standard rough path literature.
One key observation as that the Formulae 6.1 and 6.1 show that for $s_{1} \in T^{\infty}\left(\mathbb{R}^{d+1}\right), s_{2} \in$ $\mathcal{L}^{\infty}\left(\mathbb{R}^{d}\right), \operatorname{Pr}_{\mathcal{L}^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right)}\left(\log \left(s_{1}\right)\right)$ and $\operatorname{Pr}_{\mathcal{T}^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right)}\left(\exp \left(s_{2}\right)\right)$ are uniquely determined by $\operatorname{Pr}_{\mathcal{T}^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right)}\left(s_{2}\right)$ and $\operatorname{Pr}_{\mathcal{L}^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right)}\left(s_{1}\right)$ respectively.

For a path $\gamma \in \mathcal{P}_{T}^{d+1}$, we will denote by $s(\gamma) \in \mathcal{T}^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ its signature, truncated at order $l$. When considering a system, we will use the notation $S=s(* W) \in \mathcal{T}^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ for the truncated signature of the path $\left(s, W_{s}^{1}, W_{s}^{2}, \ldots, W_{s}^{d}\right)(s \in[0, \infty])$. As usual, the integrals are interpreted in the Stratonovich sense, which is equivalent to supposing that we are already given a (length 2 ) geometric rough path lift of the driving Brownian motions.

### 6.3. The standard KST approximation for a general system

Let $\mathcal{A}$ be a system, the Kusuoka-Stroock-Taylor (KST) approximation of $Y_{t}$ of order $l$ is

$$
T_{t}^{l}=y+\sum_{|\alpha| \leq l}(* \sigma)^{\alpha}(0) W_{t}^{\alpha}
$$

Remark 6.3.1. Note that $(* \sigma)^{\alpha}$ is not the same thing as $* \sigma^{\alpha}$ (unless $F$ is linear). The latter is used in the definition the weak Hörmander condition, whilst the former is used in the KST approximation. If $F$ is not linear, the KSTA written with $* \sigma^{\alpha}$ would not be close enough to the actual solution.* However, any system can be turned into a system where $F$ is linear by just adding $n$ components to the background space equal to the solution $Y_{t}=F\left(X_{t}\right)$, and replacing $F$ by the projection onto that space. So this is not a particularly interesting point.

Similarly to the definition of $Y_{t}(\gamma)$ for a deterministic driving path, we also have that for any driving deterministic smooth driving path $\Gamma$ in $\mathbb{R}^{d+1}$,

$$
T_{t}^{l}(\Gamma)=y+\sum_{|\alpha| \leq l}(* \sigma)^{\alpha}(0)(* \gamma)^{\alpha}
$$

For a path $\gamma \in \mathbb{R}^{d}$, we denote by $* \gamma$ the path in $\mathbb{R}^{d+1}$ such that, $\forall s \in[0,1], * \gamma_{s}^{0}=s$ and $* \gamma_{s}^{i}=\gamma_{s}^{i}$, $\forall i=\{1,2, . ., d\}$.

We need the following definition of homogeneous length for a path in $\mathbb{R}^{d+1}$ whose first component must be given different scaling:

DEFINITION 6.3.2. For a curve $(\tau, \gamma)_{s} \in \mathbb{R} \oplus \mathbb{R}^{d}$ parametrised over $0 \leq s \leq T$, we define the following homogeneous metric:

$$
\begin{aligned}
|(\tau, \gamma)|_{L^{2}, 1} & =\sqrt{\int_{0}^{T} T\left|\frac{\partial \gamma}{\partial s}\right|^{2}+\left|\frac{\partial \tau}{\partial s}\right| d s} \\
|(\tau, \gamma)|_{L^{2}} & =\sqrt{\int_{0}^{T}\left|\frac{\partial \gamma}{\partial s}\right|^{2}+\left|\frac{\partial \tau}{\partial s}\right| d s}
\end{aligned}
$$

PROPOSITION 6.3.3. The definition of $|(\tau, \gamma)|_{L^{2}, 1}$ is independent of parametrisation.
Proof. Trivial.
Proposition 6.3.4. If $\left({ }^{1} \tau,{ }^{1} \gamma\right)$ and $\left({ }^{2} \tau,{ }^{2} \gamma\right)$ are two smooth curves in $\mathbb{R}^{d+1}$, we have

$$
\begin{aligned}
\left|\left({ }^{1} \tau,{ }^{1} \gamma\right) \otimes\left({ }^{2} \tau,{ }^{2} \gamma\right)\right|_{L^{2}, 1} & \leq\left|\left({ }^{1} \tau,{ }^{1} \gamma\right)\right|_{L^{2}, 1}+\left|\left({ }^{2} \tau,{ }^{2} \gamma\right)\right|_{L^{2}, 1} \quad \text { and } \\
\left|\left({ }^{1} \tau,{ }^{1} \gamma\right) \otimes\left({ }^{2} \tau,{ }^{2} \gamma\right)\right|_{L^{2}} & \leq\left|\left({ }^{1} \tau,{ }^{1} \gamma\right)\right|_{L^{2}}+\left|\left({ }^{2} \tau,{ }^{2} \gamma\right)\right|_{L^{2}}
\end{aligned}
$$

Proof. Follows immediately from the fact that $\sqrt{a+b} \leq \sqrt{a}+\sqrt{b}$ for any positive real numbers $a, b$.

LEMMA 6.3.5. Let $\Gamma:[0,1] \rightarrow \mathbb{R}^{d+1}$ be a smooth driving path with $\Gamma=(\tau, \gamma)$ with $\tau_{s} \in \mathbb{R}$ and $\gamma_{s} \in \mathbb{R}^{d}$. Let $A_{s}$ be a functional from $[0,1]$ to $\mathbb{R}^{n}$. Define the iterated integrals $(A \Gamma)^{\alpha}=$ $\int^{\circ \alpha} A(d \Gamma)^{\alpha}$ of $A$ with respect to $\Gamma$ by $(A \Gamma)^{i}=\int_{0}^{1} A d\left(\Gamma_{s}\right)^{i}$ and

$$
(A \Gamma)^{\alpha, i}=\int_{0}^{1}\left((A \Gamma)^{\alpha}\right)_{s} d\left(\Gamma_{s}\right)^{i}
$$

Suppose that $A_{s} \leq K, \forall s \in[0,1]$ (without loss of generality $K \geq 1$ ), we have that:

$$
\begin{aligned}
\sup _{0 \leq s \leq 1}\left|(A \Gamma)_{s}^{\alpha}\right|_{L^{2}} & \leq\left|(A \Gamma)^{\bar{\alpha}}\right|_{L^{2}}|\gamma|_{L^{2}} \quad \text { if } \quad b \neq 0 \\
& \leq\left|(A \Gamma)^{\bar{\alpha}}\right|_{L^{2}}|\tau|_{L^{2}} \quad \text { if } \quad b=0
\end{aligned}
$$

where as usual, $\bar{\alpha}$ is the multi-index composed of the first $\#(\alpha)-1$ indices of $\alpha$, such that $\alpha=$ $(\bar{\alpha}, b)$ for some $b \in\{0,1, \ldots d\}$.

This means in particular that

$$
\sup _{0 \leq s \leq t}\left|(A \Gamma)_{s}^{\alpha}\right| \leq K\left(|\gamma|_{L^{2}}\right)^{o_{1}(\alpha)}|\tau|_{L^{2}}^{o_{0}(\alpha)} \leq K\left(|\Gamma|_{L^{2}}\right)^{|\alpha|}
$$

where $|\Gamma|_{L^{2}}$ denotes the homogeneous metric defined above.
More precisely, if we have real processes $A_{s}^{\alpha}$ for each $\alpha$, then we have:

$$
\sup _{0 \leq s \leq 1}\left|\sum_{|\alpha|=L}(A \Gamma)_{s}^{\alpha}\right| \leq C \sqrt{\sum_{|\alpha|=L} \int_{0}^{1}\left(A_{s}^{\alpha}\right)^{2} d s}|\Gamma|_{L^{2}}^{L}
$$

for some constant $C$ dependent only on $L$.
Proof. We prove the first result by induction on $\# \alpha$ (not $|\alpha|)$.
For $\# \alpha=1$,
(1) if $\alpha=(0)$ then

$$
\sup _{0 \leq s \leq 1}\left|(A \Gamma)_{s}^{\alpha}\right|=\sup _{0 \leq s \leq 1}\left|\int_{0}^{s} A_{s_{1}} d \tau_{s_{1}}\right| \leq\left(\int_{0}^{1} A_{s}^{2} d s\right)^{\frac{1}{2}}\left(\int_{0}^{1}\left|\frac{\partial \tau_{s}}{\partial s}\right|^{2} d s\right)^{\frac{1}{2}} \leq K|\tau|_{L^{2}}
$$

(2) if $\alpha=(j)$ for some $j \leq d$ then

$$
\sup _{0 \leq s_{1} \leq 1}\left|(A \Gamma)^{\alpha}\right|=\sup _{0 \leq s_{1} \leq 1}\left|\int_{0}^{s_{1}} A_{s} d \gamma_{s}^{j}\right| \leq K\left|\int_{0}^{1} 1 d \gamma_{s}^{j}\right| \leq K|\gamma|_{L^{2}}
$$

For the induction step, we have:
(1) If $\alpha=(\bar{\alpha}, 0)$ for some $\bar{\alpha}$, then

$$
\begin{aligned}
\left.\sup _{0 \leq s_{1} \leq t} \mid(A \Gamma)^{\alpha}\right)_{s_{1}} \mid & \leq t \sup _{0 \leq s_{1} \leq t}\left|(A \Gamma)_{s_{1}}^{\bar{\alpha}}\right| \\
& \leq K t|\gamma|^{o_{1}(\bar{\alpha})} t^{o_{0}(\bar{\alpha})} \leq K t^{o_{0}(\alpha)}|\gamma|^{o_{1}(\alpha)} \\
& \leq K(|\Gamma|)^{|\alpha|}
\end{aligned}
$$

as expected.
(2) If $\alpha=(\bar{\alpha}, j)$, then

$$
\begin{aligned}
\sup _{0 \leq s_{1} \leq t}\left|(A \Gamma)_{s_{1}}^{\alpha}\right| & =\sup _{0 \leq s_{1} \leq t}\left|\int_{0}^{s_{1}}(A \Gamma)^{\bar{\alpha}} d \gamma_{s}^{j}\right| \leq\left|\gamma^{j}\right| \sup _{0 \leq s \leq t}\left|\left((A \Gamma)^{\bar{\alpha}}\right)_{s}\right| \\
& \leq|\gamma| K|\gamma|^{o_{1}(\bar{\alpha})} t^{o_{0}(\bar{\alpha})} \\
& \leq K|\gamma|^{o_{1}(\alpha)} t^{o_{0}(\alpha)} \leq K(|\Gamma|)^{|\alpha|}
\end{aligned}
$$

as expected.
For the last, more precise part, we write $r(\alpha)$ for the multi-index obtained by replacing every non zero component of $\alpha$ by 1 . We also write $\tau(\alpha)$ for the multi-index obtained by deleting the last component of $\alpha$.

We first perform the following inductive calculation, for any $\delta \in \operatorname{Multi}(\{0,1\}, L)$

$$
\begin{aligned}
& \sum_{r(\alpha)=\delta} \sup _{0 \leq s \leq 1}\left|\left(A^{\alpha} \Gamma\right)_{s}^{\alpha}\right| \\
& \leq \sum_{\substack{i \in\{1,2, \ldots, d\}, r(\alpha)=\delta \\
\alpha=(\beta, i)}} \operatorname{Id}_{r(\alpha)_{\# \alpha}=1} \sup _{0 \leq s \leq 1}\left|\int_{0}^{1}\left(A^{\alpha} \Gamma\right)_{s}^{\beta} \frac{\partial \Gamma_{s}^{i}}{\partial s} d s\right| \\
& +\operatorname{Id}_{r(\alpha) \# \alpha=0} \sup _{0 \leq s \leq 1}\left|\int_{0}^{1}\left(A^{\alpha} \Gamma\right)_{s}^{\beta} \frac{\partial \Gamma_{s}^{0}}{\partial s} d s\right| \\
& \leq \sqrt{\sum_{\substack{i \in\{1,2, \ldots, d\}, r(\alpha)=\delta \\
\alpha=(\beta, i)}} \int_{0}^{1}\left(\left(A^{\alpha} \Gamma\right)_{s}^{\beta}\right)^{2} d s|\Gamma|_{L^{2}} \operatorname{Id}_{r(\alpha)_{\# \alpha}=1}} \\
& +\sqrt{\sum_{\substack{r(\alpha)=\delta \\
\alpha=(\beta, 0)}} \int_{0}^{1}\left(\left(A^{\alpha} \Gamma\right)_{s}^{\beta}\right)^{2} d s|\Gamma|_{L^{2}}^{2} \operatorname{Id}_{r(\alpha)_{\# \alpha}=0}} \\
& \leq\left(\sum_{\substack{i \in\{1,2, \ldots, d\}, r(\alpha)=\delta \\
\alpha=(\beta, i)}} \sup _{0 \leq s \leq 1}\left|\left(A^{\alpha} \Gamma\right)_{s}^{\beta}\right|\right)|\Gamma|_{L^{2}} \operatorname{Id}_{r(\alpha) \not)_{\alpha}=1} \\
& +\sup _{0 \leq s \leq 1}\left(\left.\left|\sum_{\substack{i \in\{1,2, \ldots, d\}, r(\alpha)=\delta \\
\alpha=(\beta, i)}} \int_{0}^{1}\left(\left(A^{\alpha} \Gamma\right)_{s}^{\beta} \mid\right)\right| \Gamma\right|_{L^{2}} ^{2} \operatorname{Id}_{r(\alpha))_{\# \alpha}=0}\right. \\
& \leq \ldots
\end{aligned}
$$

$$
\leq \sqrt{\sum_{r(\alpha)=\delta} \int_{0}^{1}\left(A_{s}^{\alpha}\right)^{2} d s}|\Gamma|^{|\alpha|}
$$

Using this, we finally obtain:

$$
\begin{aligned}
\sup _{0 \leq s \leq 1}\left|\sum_{|\alpha|=L}(A \Gamma)_{s}^{\alpha}\right| & \leq \sum_{|\delta|=L}\left|\sum_{r(\alpha)=\delta}(A \Gamma)_{s}^{\alpha}\right| \\
& \leq \sum_{|\delta|=L} \sqrt{\sum_{r(\alpha)=\delta} \int_{0}^{1}\left(A_{s}^{\alpha}\right)^{2} d s|\Gamma|_{L^{2}}^{L}} \\
& \leq 2^{L}|\Gamma|_{L^{2}}^{L} \sqrt{\sum_{|\alpha|=L} \int_{0}^{1}\left(A_{s}^{\alpha}\right)^{2} d s}
\end{aligned}
$$

This concludes the proof.
REMARK 6.3.6. We cannot make $l$ tend to $\infty$ in the theorem below: the aim, as in [37], is to use the expansion for a given sufficiently large $l$.

Theorem 6.3.1. Let $\mathcal{A}=(x, \sigma, F)$ be an $\left(L, H_{L}\right)$-weak Hörmander, $\left(L^{\prime}, g, G\right)$-tense system, with $g, L^{\prime} \geq 2+l$ with $l \geq L$
(1) If $\Gamma$ is a smooth driving path in $\mathbb{R}^{d+1}$, we have $\forall i=1,2, \ldots, n$

$$
\left|Y_{t}(\Gamma)-T^{l}(\Gamma)\right| \leq C|\Gamma|_{L^{2}, 1}^{l+1}
$$

for some $C$ dependent only on $G$ and $l$, and polynomial in $G$.
(2) Writing as usual $Y_{t}$ for the solution to the system, for $R \geq 1$ we have that there exist constants $C, C_{2}$, dependent only on $G, l, R, d$, and polynomial in $G, d$, such that

$$
\mathbb{P}\left(\left|Y_{t}-T_{t}^{l}\right| \geq R\right) \leq C_{1} e^{\frac{-\left(R / C_{2}\right)^{\frac{2}{l+1}}}{8 t}}
$$

Proof. For the deterministic part, using Lemma 6.3 .5 yields the result immediately with

$$
\begin{aligned}
C & \leq 2^{l+3}\left(\sup _{|v|=1 ; v \in \mathbb{R}^{n}} \sum_{l+1 \leq|\alpha| \leq l+2}\left\langle\sigma^{\alpha}, v\right\rangle^{2}\right)^{1 / 2} \\
& \leq 2^{l+3} G^{1 / 2}
\end{aligned}
$$

For the random part, observe that

$$
\begin{equation*}
\left|Y_{t}-T_{t}^{l}\right|=\left|\sum_{\alpha \in A} \int^{\circ \alpha}(* \sigma)^{\alpha}(\circ d W)^{\alpha}\right| \tag{6.3.1}
\end{equation*}
$$

where the iterated integrals are understood as Stratonovich integrals and the set $A$ is defined by $A=\cup_{|\alpha|=l} \cup_{i=0}^{d}(i, \alpha)$.

We convert the above integrals into Itô integrals so that we can apply Theorem 2.1.1.
We will use the following notation:

$$
\begin{array}{r}
A=\cup_{|\alpha|=l} \cup_{i=0}^{d}\{(i, \alpha)\} \\
A_{2}=\cup_{|\alpha|=l} \cup_{i=1}^{d}\{(i, i, \alpha)\}
\end{array}
$$

We will denote by $c: A \rightarrow \mathcal{P}(\operatorname{Multi}(\{0,1, \ldots, d\})), \alpha \mapsto c(\alpha)$ the function such that where $c(\alpha)$ is the set of all multi-indices that can be obtained from $\alpha$ by successively replacing consecutive repeated indices by 0 any number of times. We will denote by

$$
\bar{c}: A_{2} \rightarrow \mathcal{P}(\operatorname{Multi}(\{0,1, \ldots, d\})), \alpha \mapsto \bar{c}(\alpha),
$$

the function such that $\bar{c}(\alpha)$ is the set of all multi-indices that can be obtained from $\alpha$ by successively replacing consecutive repeated indices by 0 any number of times, with the constraint that the first two indices (which are equal and non -zero since $\alpha \in A_{2}$ ), must be replaced. For $\beta \in c(\alpha)$
or $\beta \in \bar{c}(\alpha)$, we will write $\varepsilon(\alpha, \beta)$ for the number of such replacements required to go from $\alpha$ to $\beta$. here are some examples to clarify the definitions:

$$
\begin{aligned}
c((1,2,2,5,0,0,9,9))= & \{(1,2,2,5,0,0,9,9),(1,2,2,5,0,0,0), \\
& (1,0,5,0,0,9,9),(1,0,5,0,0,0)\} \\
c((1,1,1,1))= & \{(0,1,1),(1,1,0),(0,0),(1,0,1)\} \\
\bar{c}((5,5,4,3,0,1,1))= & \{(0,4,3,0,1,1),(0,4,3,0,0)\} \\
\varepsilon((5,5,4,3,0,1,1),(0,4,3,0,1,1))= & 1 \\
\varepsilon((5,5,4,3,0,1,1),(0,4,3,0,0))= & 2 \\
\varepsilon((1,2,2,5,0,0,9,9),(1,2,2,5,0,0,0))= & 1 \\
\varepsilon((1,2,2,5,0,0,9,9),(1,0,5,0,0,0))= & 2
\end{aligned}
$$

We now have the required notation to convert Eq. (6.3.1) into Itô form:

$$
\begin{align*}
& \left|Y_{t}-T_{t}^{l}\right|=\sum_{\alpha \in A} \int^{\circ \alpha}(* \sigma)^{\alpha}(\circ d W)^{\alpha}  \tag{6.3.2}\\
& =\sum_{\beta \in A} \sum_{\alpha \in c(\beta)} \int^{\alpha} \sigma^{\beta}(d W)^{\alpha} 2^{-\varepsilon(\alpha, \beta)} \\
& +\sum_{\beta \in A_{2}} \sum_{\alpha \in \bar{c}(\beta)} \int^{\alpha} \sigma^{\beta}(d W)^{\alpha} 2^{-\varepsilon(\alpha, \beta)} .
\end{align*}
$$

Now note that

$$
\begin{align*}
& \sup _{|v|=1 ; v \in \mathbb{R}^{n}} \sum_{l+1 \leq|\alpha| \leq l+2}\left|\sum_{\substack{\beta \in A: \\
\alpha \in \in(\beta)}}\left\langle\sigma^{\beta}, v\right\rangle 2^{-\varepsilon(\alpha, \beta)}+\sum_{\substack{\beta \in A_{2}, \alpha \in(\beta)}}\left\langle\sigma^{\beta}, v\right\rangle 2^{-\varepsilon(\alpha, \beta)}\right|^{2}  \tag{6.3.3}\\
& \leq \sum_{l+1 \leq|\alpha| \leq l+2} 2^{l+2}\left(\sum_{\substack{\beta \in A_{2} \\
\alpha \in \epsilon(\beta)}}\left|\left\langle\sigma^{\beta}, v\right\rangle\right|^{2}+\sum_{\substack{\beta \in A, \alpha \in c(\beta)}}\left|\left\langle\sigma^{\beta}, v\right\rangle\right|^{2}\right) \\
& \leq \sum_{l+1 \leq|\beta| \leq l+2} 2^{2(l+2)}\left|\left\langle\sigma^{\beta}, v\right\rangle\right|^{2} \\
& \leq 2^{2(l+2)} G .
\end{align*}
$$

Using Eqs. (6.3.2) and (6.3.3) and applying Theorem 2.1.1, we immediately obtain the result with $C_{2}=2^{2(l+2)} G$ and $C_{1}=2^{2 l+4}$.

### 6.4. Comparing the densities of the KSTA and the original process

There are two possible related ways to obtain a fixed given sufficiently large order of approximation $l$ such that the density of $T^{l}$ is close enough to the density of $Y^{l}$ for the purposes of the proof of our upper bounds.

Informally, we have two random variables which are both unlikely to be far away from each other (cf. 6.3.1) and reasonably smooth, and we show that their densities must be close to each other.

We could either (re-) use Malliavin smoothness directly, or use the smoothness of the density and derivatives in the form of Gaussian bounds on the densities and their derivatives (in terms of the Euclidean distance, obtained with Malliavin calculus), coupled with Fourier Analysis.

The first approach is the approach used in the modern Bally-Pigato-Caramellino literature (see Theorem 2.4, Lemma 2.7 etc in [50], Theorem 2.1 in [7] then its use in [4] etc.), the second approach is the one used in the original Kusuoka-Stroock article [37]. We adopt the second approach.
6.4.1. Using Fourier Analysis to qualify the precision of the KSTA. The following is inspired from the main arguments in the proof of Proposition 4.6 on page 423 of [37]:

Proposition 6.4.1. Let

$$
p:[0,1] \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{+},(t, y) \mapsto p_{t}(y) \quad \text { and } \quad q: \mathbb{R}^{+} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{+},(t, y) \mapsto q_{t}(y)
$$

be the perturbed densities, perturbed by the localising function $\phi(U),\left(\phi\right.$ smooth, $U \in \mathbb{D}^{\infty}$, $\phi(U) \leq 1$ a.s.) of two processes $P_{t}$ and $Q_{t}$ on $\mathbb{R}^{n}$ satisfying, uniformly over $(t, y) \in[0, T] \times \mathbb{R}^{n}$ :

$$
\begin{aligned}
& \left|\frac{\partial^{k} p_{t}(y)}{\pi_{i=1}^{k} \partial z_{i}}\right| \leq C \frac{\exp \left(-\frac{M|y-x|^{2}}{t}\right)}{t^{\mu}} \\
& \left|\frac{\partial^{k} q_{t}(y)}{\pi_{i=1}^{k} \partial z_{i}}\right| \leq C \frac{\exp \left(-\frac{M|y-x|^{2}}{t}\right)}{t^{\mu}} \\
& \mathbb{P}\left(\left|P_{t}-Q_{t}\right| \geq R\right) \leq C \exp \left(-\left(\frac{R}{M t}\right)^{\frac{2}{m}}\right) \quad \text { and } \\
& \mathbb{P}(\phi(U)<1) \leq C e^{-\frac{c}{t}}
\end{aligned}
$$

for some fixed constants $C, c, M, \mu, m$ (with $m \geq 2(n+1)(\mu-n)$ ), for some fixed $x \in \mathbb{R}^{n}$, and for all $\left|z_{i}\right|=1, i \in\{0,1, \ldots k\}, k \leq n+1$, and for all $R>0$.

There exists a constant $C_{1}$, depending only on $C, M, n$, such that

$$
\left|p_{t}(y)-q_{t}(y)\right| \leq C_{1} t^{\frac{m}{2(n+1)}-\mu+n}
$$

Proof. Let us define the following Fourier transforms of $p$ and $q$ :

$$
\begin{aligned}
& \hat{p}_{t}(\xi)=\int_{\mathbb{R}^{n}} e^{-i\langle\xi, y\rangle} p_{t}(y) d y \\
& \hat{q}_{t}(\xi)=\int_{\mathbb{R}^{n}} e^{-i\langle\xi, y\rangle} q_{t}(y) d y
\end{aligned}
$$

First note that by using the first two conditions, we obtain:

$$
\begin{aligned}
\left|\hat{p}_{t}(\xi)-\hat{q}_{t}(\xi)\right| & \leq\left|\hat{p}_{t}(\xi)\right|+\left|\hat{q}_{t}(\xi)\right| \\
& \leq \frac{1}{|\xi|^{n+1}}\left(\left|\int_{\mathbb{R}^{n}} e^{-i\langle\xi, y\rangle} \frac{\partial^{n+1} p_{t}(y)}{\pi_{i=1}^{n+1} \partial z_{i}} d y\right|\right. \\
& \left.+\left|\int_{\mathbb{R}^{n}} e^{-i\langle\xi, y\rangle} \frac{\partial^{n+1} q_{t}(y)}{\pi_{i=1}^{n+1} \partial z_{i}} d y\right|\right) \\
& \leq \frac{2 \bar{C}}{|\xi|^{n+1} t^{\mu-n}},
\end{aligned}
$$

for some constant $\bar{C}$ dependent only on $C$ and $n$.
Furthermore,

$$
\begin{aligned}
\left|\hat{p}_{t}(\xi)-\hat{q}_{t}(\xi)\right| & =\left|\mathbb{E}\left(\left(e^{i\left\langle\xi, P_{t}\right\rangle}-e^{i\left\langle\xi, Q_{t}\right\rangle}\right) \phi(U)\right)\right| \\
& \leq \mathbb{E}(|1-\phi(U)|)+\mathbb{E}\left(\left|e^{i\left\langle\xi, P_{t}\right\rangle}-e^{i\left\langle\xi, Q_{t}\right\rangle}\right|\right) \\
& \leq \mathbb{E}(|1-\phi(U)|)+\mathbb{E}\left(\left|e^{i\left\langle\xi, P_{t}-Q_{t}\right\rangle}-1\right|\right) \\
& \leq e^{-\frac{c}{t}}+\mathbb{E}\left(\left|e^{i\left\langle\xi, P_{t}-Q_{t}\right\rangle}-1\right|\right) \\
& \leq K t^{m / 2}+\mathbb{E}\left(\left|e^{i\left\langle\xi, P_{t}-Q_{t}\right\rangle}-1\right|\right) \\
& \leq K t^{m / 2}+\mathbb{E}\left(|\xi|\left|P_{t}-Q_{t}\right|\right) \\
& \leq K(1+|\xi|) t^{m / 2}
\end{aligned}
$$

where $K$ is some constant changing at each line that only depends on $C, n, \mu, m, M$. Here at the last line we have used the condition $\mathbb{P}\left(\left|P_{t}-Q_{t}\right| \geq R\right) \leq C e^{-\left(\frac{R}{M t}\right)^{\frac{2}{m}}}$, integrated over $R$.

Next we write, for any $R>0$,

$$
\begin{aligned}
\left|p_{t}(y)-q_{t}(y)\right| & \leq \frac{1}{2 \pi}\left\|\hat{p}_{t}(\xi)-\hat{q}_{t}(\xi)\right\|_{L^{1}} \\
& \leq \int_{|\xi| \leq R} K(1+|\xi|) t^{m / 2} d \xi+\int_{|\xi| \geq R} \frac{2 \bar{C}}{|\xi|^{n+1} t^{\mu-n}} d \xi \\
& \leq K_{1} R^{n+1} t^{m / 2}+K_{2} t^{-\mu+n} R^{-1}
\end{aligned}
$$

for some constants $K_{1}, K_{2}$, dependent only on $C, n, \mu, m, M$.
Now set $R=t^{-\frac{m+2(\mu-n)}{2(n+2)}}$. This gives

$$
\begin{aligned}
\left|p_{t}(y)-q_{t}(y)\right| & \leq\left(K_{1}+K_{2}\right) t^{\frac{m-2(\mu-n)(n+1)}{2(n+2)}} \\
& \leq\left(K_{1}+K_{2}\right) t^{\frac{m}{2(n+1)}-(\mu-n)} .
\end{aligned}
$$

As a consequence, we have the following very useful result:
Theorem 6.4.1. Let $\mathcal{A}=(x, \sigma, F)$ be a uniformly $(L, g, G)$-tense, $\left(L, H_{L}\right)$-weak Hörmander system. Let $p_{t}^{l}$ denote the density of the lth order Kusuoka-Stroock-Taylor approximation $\bar{Y}_{t}$ of $Y_{t}$, localised by the localising function $U \in[0,1]$ such that $U=0$ when $|\operatorname{logsig}(* W)| \geq 1 / 2$, and write $p_{t}$ for the density of the actual solution $Y_{t}$, also localised by $U$. Suppose that $g \geq$ $(2 n+2)^{2} 2^{4 L}+3$. For any $l \geq(2 n+2)^{2} 2^{4 L}$, if $g \geq l+n+3$, we have for some constant $C^{2}$ :

$$
\left|p_{t}(y)-p_{t}^{l}(y)\right|<C t^{\frac{l+1}{2(n+1)}-(2 n+1) 2^{4 L}+n} .
$$

In particular, for $l=(2 n+2)^{2} 2^{4 L}$ we have

$$
\left|p_{t}(y)-p_{t}^{l}(y)\right|<C t
$$

Proof. Let as usual $w$ be the free vector fields in $T^{l}\left(\mathbb{R}^{d+1}\right)$, the system $\left(0, w, F^{S T}\right)$, restricted to $|\operatorname{logsig}(* W)| \geq 1 / 2$, is uniformly $\left(L, H_{L} / 2\right)$ weak Hörmander and $\left(L, g, \min \left(G, C_{\text {free }}\right)\right)$ tense, where we have used the fact that $g \geq l+n+3^{3}$, and where $C_{\text {free }}$ is the tension of the system $(0, w, I d)$ which we know to be an absolute constant from Lemma 8.1.1. Therefore, we can apply Theorem 4.4.1 to obtain

$$
\left|\frac{\partial^{k} p_{t}(y)}{\pi_{i=1}^{k} \partial z_{i}}\right| \leq C \frac{e^{-\frac{M|y-x|^{2}}{t}}}{t^{(n+k) 2^{4} L}}
$$

for any $k \leq n+1$. A very important observation is that the quantity $\mu=(n+k) 2^{4} L \leq(2 n+1) 2^{4} L$ does not depend on $l$. In our proof this is because the weak Hörmander constant of the system $\left(0, w, F^{S T}\right)$ is $L$ rather than $l$ (even though the weak Hörmander order of the system $(0, w, I d)$ is of course $l$ ). In [37], the proof of this fact is done more specifically and directly by controlling the effect of the rest on the density.

Of course, because $g \geq n+3$, we can also use Theorem 4.4.1 to immediately obtain the equivalent bound for the density of the actual process $Y_{t}$.

Furthermore, Theorem 6.3.1 now ensures that the last condition of Proposition 6.4.1 is also satisfied.

The result now follows immediately by applying Proposition 6.4 .1 with $\mu=(2 n+1) 2^{4} L$.
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## CHAPTER 7

## Application of models to an auxiliary object: deterministic results

In this section, we show the meaning of the abstract setting described above in terms of application to systems.

Let $\mathcal{A}=(X, \sigma, F)$ be a $(L, g, G)$-tense $\left(L, H_{L}\right)$-Weak Hörmander system. We define the following generalisations of the control distance:

Definition 7.0.1. Let $\mathcal{P}_{[0, t]}^{d}$ be the set of smooth paths in $\mathbb{R}^{d}$ parametrised on the interval $[0, t]$ such that $\gamma_{0}=0$. For $y \in B$, we define the following distance, which (for $F=\mathrm{Id}$ ) is the same as the distance $d_{t}$ defined in [39]:

$$
\tilde{d}_{t}(y)=\inf _{\gamma \in \mathcal{P}_{t}, Y_{t}(* \gamma)=y}|\gamma|_{L^{2}, 1}=\inf _{\gamma \in \mathcal{P}_{t}, Y_{t}(* \gamma)=y}|\gamma|
$$

Here $|\gamma|$ denotes the length of $\gamma$, and $Y_{t}(* \gamma)$ denotes the solution to the ODE corresponding to the system driven by $\gamma$ instead of Brownian motions. The equivalence between the two definitions comes from the fact that the condition $Y_{t}(* \gamma)=y$ is invariant by reparametrisation.

We call it the Léandre distance.
Definition 7.0.2. Let $\mathcal{P}_{[0, t]}^{d+1}$ be the set of smooth paths in $\mathbb{R}^{d+1}$ parametrised on the interval $[0, t]$ such that $\gamma_{0}=0$. For $y \in B$, we define the following distance, which is the one we shall be working with for our upper bounds.

$$
d_{t}(y)=\inf _{\substack{\Gamma \in \mathcal{P}_{t}, Y_{t}(\Gamma)=y \\ \Gamma_{t}^{0}=t}}|\Gamma|_{L^{2}, 1}=\inf _{\substack{\Gamma \in \mathcal{P}_{1}, Y_{t}(\Gamma)=y \\ \Gamma_{1}^{0}=t}}|\Gamma|_{L^{2}, 1} \stackrel{\forall s}{=} \inf _{\substack{\Gamma \in \mathcal{P}_{s}, Y_{s}(\Gamma)=y \\ \Gamma_{s}^{0}=t}}|\Gamma| .
$$

Here $|\Gamma|$ denotes the homogeneous length of $\Gamma$ :

$$
|\Gamma|=|\Gamma|_{\mathbb{R}^{d}, \mathbb{R}}=\int_{0}^{T} \sqrt{\left|\dot{\Gamma}_{s}^{0}\right|+\sum_{i=1}^{d}\left(\dot{\Gamma}_{s}^{i}\right)^{2}}
$$

and as usual $Y_{t}(\Gamma)$ denotes the solution to the ODE corresponding to the system driven by $\Gamma$. Again, the last identity comes from the possibility of reparametrizing the curve optimally.

DEFINITION 7.0.3. Let us define the following functions:

$$
F_{l}^{S T}: T^{l}\left(\mathbb{R}^{d}\right) \rightarrow \mathbb{R}^{n}, S \mapsto F(x)+\sum_{|\alpha| \leq l} S^{\alpha}(* \sigma)^{\alpha}(x)
$$

and

$$
F_{l}^{\log (S) T}: \mathcal{L}^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right) \rightarrow \mathbb{R}^{n}, S \mapsto F(x)+\sum_{|\alpha| \leq l} \exp (S)^{\alpha}(* \sigma)^{\alpha}(x)
$$

Let $\mathcal{S}$ be the space obtained by ignoring the component in $\alpha=(0)$ of elements in $\mathcal{L}^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ :

$$
\mathcal{S}:=\operatorname{span}_{\substack{|\alpha| \leq l \\ \alpha \neq(0)}} e^{[\alpha]} .
$$

We have $\mathbb{R} \oplus \mathcal{S}=\mathcal{L}^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right)$. We use the following notational shorthand:

$$
F_{t, l}^{\log (S) T}(\cdot)=F_{l}^{\log (S) T}(t, \cdot)
$$

For any bounded variation path in $\mathbb{R}^{d}$ parametrised over $[0, t]$, we write $\operatorname{logsig}^{-}(* \gamma)$ for the projection of the log-signature of $* \gamma$ on $\mathcal{S}$. We can give $\left(\mathcal{S}, F_{t, l}^{\log (S) T}, \mathbb{R}^{n}\right)$ the structure of a model by
assigning to any linear combination of $\sigma^{[\alpha]}$ with $|\alpha|$ fixed the homogeneous degree components $|\alpha|$. We call the homogeneous 'distance' associated to this model $d_{t}^{l}$.

For $[0, t]$, we write $\operatorname{logsig}^{-}(\gamma)$ for the projection of the log-signature of $\gamma$ on $\mathcal{S}$.
The following is immediate:
Proposition 7.0.4. We have the following equivalent description of $d_{t}:$ Let $\mathcal{P}_{1}^{d+1}$ be the set of paths $\Gamma \in \mathbb{R}^{d+1}$ indexed over $[0,1]$, with $\Gamma_{0}=0$. For $\Gamma \in P_{1}^{d+1}$, we write $\operatorname{Sol}_{x, t}(\Gamma)$ or simply $\operatorname{Sol}_{x}(\Gamma)$ for the solution to the following ODE

$$
\begin{align*}
X_{0} & =x  \tag{7.0.1}\\
d X_{s} & =\sigma^{\{1,2, \ldots d\}}\left(X_{s}\right) d \Gamma_{s}^{\{1,2, \ldots d\}}+t \sigma^{0}(X) d \Gamma_{s}^{0}
\end{align*}
$$

Then we have:

$$
d_{t}(y)=\inf _{\substack{\Gamma \in \mathcal{P}_{1}^{d+1} \\ F\left(\operatorname{Sol}_{x}(\Gamma)\right)=y ; \Gamma_{1}^{(0)}=1}}|\Gamma|_{L^{2}},
$$

and

$$
\tilde{d}_{t}(y)=\inf _{\substack{\gamma \in \mathcal{P}_{1}^{d} \\ F\left(\operatorname{Sol}_{x}(* \gamma)\right)=y}}|\gamma|_{L^{2}}
$$

REMARK 7.0.5. If the drift is null, and $F_{t}$ is the identity (we have an SDE instead of a system), then both $\tilde{d}_{t}(y)$ and $d_{t}(y)$ reduce to the Carnot-Carathéodory distance.

We note the following trivial properties of $d_{t}$ :
Proposition 7.0.6. Let $\mathcal{A}=(x, \sigma, F)$ be a uniformly $(L, g, G)$-tense, uniformly $\left(L, H_{L}\right)$ weak Hörmander system, for any $0=s_{0} \leq s_{1} \leq s_{2} \leq \ldots \leq s_{N}=t$ and any $x_{1}, x_{2}, \ldots, x_{N}$, we have

$$
d_{t}\left(x, * x_{N}\right) \leq \sum_{i=0}^{N} d_{s_{i+1}-s_{i}}\left(x_{i}, * x_{i+1}\right)
$$

Proposition 7.0.7. Let $\mathcal{A}=(x, \sigma, F)$ be a uniformly $(L, g, G)$-tense, uniformly $\left(L, H_{L}\right)$ weak Hörmander system, we have, for any $x \in \mathbb{R}^{m}, y \in \mathbb{R}^{n}$ and any $t$,

$$
d_{t}(x, y) \geq|* x-y| G^{-\frac{1}{2}}(1-t)
$$

Note that $d_{t}$ and $\tilde{d}_{t}$ depend on the complete local behaviour of the vector fields, whilst $d_{t}^{l}$ only depends on the iterated derivatives of $\sigma$ up to order $l$, evaluated at 0 .

Aim. In this section, we aim to show some local equivalence between the distances $d_{t}^{l}$ and $d_{t}$.
REMARK 7.0.8. Locally, we can morally view the trio (solution map, space of driving paths, target space) as a model whose associated homogeneous distance is the control distance. The equivalence of $d_{t}^{l}$ and $d_{t}$ is therefore locally an infinite dimensional version of Proposition 5.2.6 But since the space is infinite dimensional, we must be more careful. However, while the infinite dimensionality of the model forces us to prove things independently, the idea of the proof is still guided by the above remark and remains similar to another declension of the proof of the inverse functions theorem.

We will prove the theorems step by step with a few preliminary propositions.
The following proposition shows the link between the quantity $\underline{\beta}$ defined for models, and the hypoellipticity constant $H_{L}$ defined for systems.

Proposition 7.0.9. Let $\mathcal{A}=(x, \sigma, F)$ be a system that is $\left(L^{\prime}, g, G\right)$-tense and $\left(L, H_{L}\right)$-weak Hörmander at $x$ (with $L^{\prime} \geq L$ ). For any $l \leq L^{\prime}$, there exist constants $B_{l}^{1}$ and $B_{l}^{2}$, depending only on l, such that

$$
\sqrt{\frac{H_{l}}{B_{l}^{1}}} \leq \underline{\beta}_{F^{S T}} \leq \sqrt{\frac{H_{l}}{B_{l}^{2}}}
$$

where $\underline{\beta}_{F^{S T}}$ is the square root of the smallest eigenvalue of $J F^{S T}\left(J F^{S T}\right)^{T}$.
In particular, since $H_{L} \leq H_{l} \leq G$, we have that $\underline{\beta}_{F^{S T}}$ is a proper constant.
Proof. We prove the theorem for the case of zero drift (i.e. multi-indices are over the set $\{1,2, \ldots, d\})$, the general case is very similar. The key is to observe that if $\alpha$ and $\bar{\alpha}$ are two multiindices which are not exactly a reordering of each other, then $e^{\alpha}$ and $e^{\bar{\alpha}}$ are orthogonal. Clearly this means the same is true of $e^{[\alpha]}$ and $e^{[\bar{\alpha}]}$.

Let $J\left(l_{0}, l_{1}, l_{2}, \ldots, l_{\kappa}\right)$ where $2 l_{0}+\sum_{k=1}^{\kappa}=\bar{l} \leq l$ be the multi-set of cardinality $\bar{l}-l_{0}$ with elements in $\{0,1,2,3, \ldots, \kappa\}$ containing $k$ exactly $l_{k}$ times for all $0 \leq k \leq \kappa$. Note that there are only as many such multi-sets as there are choices of numbers $1 \leq l_{1}, l_{2} \ldots l_{\kappa}$ and $l_{0}$ such that $2 l_{0}+\sum_{k=0}^{\kappa}=\bar{l} \leq l$. The exact number is not relevant: what matters is getting rid of the dependence on $d$. That being said, since

$$
\sum_{i=0}^{\lfloor l / 2\rfloor} 2^{l-2 i}=\left\lfloor\frac{2^{l+2}-1}{3}\right\rfloor,
$$

that there are $\left\lfloor\frac{2^{l+2}-1}{3}\right\rfloor$ follows from the fact that there are $2^{l}$ choices with $l_{0}=0$, and that fact can be proved in two ways:

Proof 1: For fixed $\kappa$ and fixed $\bar{l}$, we can view the choice as picking the $l_{i}-1$ such that $\sum_{i} l_{i}-1=\bar{l}-\kappa$, which is a choice of a way of dividing a set of $\bar{l}-\kappa$ elements into $\kappa$ types. There are

$$
\binom{\bar{l}-\kappa+\kappa-1}{\kappa-1}=\binom{\bar{l}-1}{\kappa-1}
$$

such choices. Summing over $\kappa$, we get $2^{\bar{l}-1}$ choices if $\bar{l} \geq 1$ (otherwise we get one choice). Summing over $\bar{l}$, we get $2^{l}$ choices.

Proof 2: There is a bijection between the choices of $J$ and the set of subsets of $\{1,2, \ldots, l\}$ : Let $H$ be a subset of $\{1,2, \ldots, l\}$. Set $k_{0}=\min (a: a \in H), k_{1}=\min \left(b: b \notin H, b \geq k_{0}\right)$, then similarly,

$$
\begin{aligned}
k_{i}= & \min \left(b: b \in H, b \geq k_{i-1}\right) \quad \text { if } \quad k_{i-1} \notin H \quad \text { and } \\
& k_{i}=\min \left(b: b \notin H, b \geq k_{i-1}\right) \quad \text { if } \quad k_{i-1} \in H .
\end{aligned}
$$

Then set $l_{i}=k_{i}-k_{i-1}$ for all $i$.
For each such $J$ we now consider an orthonormal basis $\left\{h_{k}^{J}\right\}_{k \in\{1,2, \ldots, K\}}$ (for some $K \leq$ $\#(J)!$ ) of the space ${ }^{1}$

$$
\operatorname{span}_{\alpha \in P_{J}} e^{[\alpha]}
$$

where $P_{J}$ denotes the set of multi-indices which contain the same indices, and the same number of times, as $J$. Let $\lambda_{J, k}^{\alpha}$ be numbers such that $\forall J, k, \sum_{\alpha \in P_{J}} \lambda_{J, k}^{\alpha} e^{\alpha}=h_{k}^{J}$, minimising $\sum_{\alpha}\left(\lambda_{J, k}^{\alpha}\right)^{2}$ (i.e. take the $\left|\lambda_{J, k}\right|$ orthogonal to the kernel of the linear map that sends a vector $\mu \in \operatorname{span}_{\alpha \in P_{J}} e^{[\alpha]}$ to $\sum_{\alpha \in P_{J}} \mu^{\alpha} e^{[\alpha]}$ ).

Let $I$ be a multi-set of elements of $\{0,1,2, \ldots, d\}$. Let $\iota$ be the function that renames ' 1 ' the smallest non-zero element of $I$, ' 2 ' for the second smallest, etc. We take as an orthonormal basis of $\operatorname{span}_{\alpha \in P_{I}}\left(e^{[\alpha]}\right)$ the vectors $h_{k}^{I}$ defined by:

$$
h_{k}^{I}=\sum_{\alpha \in P_{I}} \lambda_{\iota(I), k}^{\iota(\alpha)} e^{[\alpha]} .
$$

This is the fixed orthonormal basis of the log-signature space that we will always assume we are working with.

Let $\tilde{P}$ be the matrix whose columns are the expressions of the $e^{\alpha}$, s , where $\alpha$ runs over multiindices with elements in $\{1,2, \ldots, l\}$, in the basis formed by the $h_{k}^{J\left(l_{1}, l_{2}, \ldots, l_{k}\right)}$ (for all values of

[^11]$\left.\left(l_{1}, l_{2}, \ldots, l_{k}\right)\right)$ Let $P$ be the matrix whose columns are the expressions of the $e^{[\alpha]}$, in the basis formed by the $h_{k}^{I}$ for all multi-sets $I$.
$P$ is a block diagonal matrix (elements are in the same block if they correspond to multiindices that are exact reorderings of each other), and the block that corresponds to $I$ has the same entries as the block that corresponds to $\iota I$. So there are only $2^{l}$ different blocks. We can also group all the blocks into bigger blocks each of which is identical to $\tilde{P}$. Let $B_{l}^{1}$ and $B_{l}^{2}$ respectively be inverses of the largest and smallest eigenvalues of $\tilde{P} \tilde{P}^{T}$. Those are in fact also the smallest and largest eigenvalues of $P P^{T}$.

The theorem follows upon observing that $H_{l}$ is the minimum eigenvalue of the matrix

$$
J F^{S T} P P^{T}\left(J F^{S T}\right)^{T}
$$

whilst $\underline{\beta}_{F^{S T}}$ is the square root of the minimum eigenvalue of $J F^{S T}\left(J F^{S T}\right)^{T}$. This concludes the proof.

REMARK 7.0.10. If polynomial dependence inside the exponential is not required, we do not need polynomial dependence of $B_{l}$ and we can simply observe that it is a positive constant depending only (at most) on $l, \underline{\beta}$ and $d$. In this case we could simply pick any orthonormal basis of $\mathcal{S}$.

Lemma 7.0.11. Let $l \geq 1$. There exists a polynomial constant $M_{l}$ such that for any $S \in$ $\mathcal{L}^{l}\left(\mathbb{R}^{d}\right)$, there exists $a \Gamma \in \mathcal{P}^{d}$ such that

$$
\begin{array}{r}
\operatorname{logsig}_{l}(\Gamma)=S \\
|\Gamma|_{L, 1} \leq C|S|_{\mathcal{L}^{l}\left(\mathbb{R}^{d}\right)}
\end{array}
$$

where $\|_{\mathcal{L}^{l}\left(\mathbb{R}^{d}\right)}$ denotes the homogeneous norm in $\mathcal{L}^{l}\left(\mathbb{R}^{d}\right)$ assigning the same degree for all indices.
Proof. This is a well known and standard application of the BCH formula: By reparametrising, we can work with lengths rather than the norm $\|_{L, 1}$.

Claim: There exists a polynomial $C_{1}$ such that for any $\lambda \in \mathbb{R}$ and for any multi-index $\alpha$ of length less than $l$, there exists a path $\Gamma$ of length $|\Gamma| \leq \lambda^{\frac{1}{l}} C_{l}$ and $\operatorname{logsig}_{l}(\Gamma)=\lambda e^{[\alpha]}$.

Proof of the Claim: The claim is obvious for $l=1$ by taking a linear path. For the induction case, suppose that the result is true for $l-1$, we prove that it is true for $l$. Suppose that $\alpha=(a, \beta)$ for some $a \in\{0,1, \ldots, d\}$. By the induction hypothesis, there is a path $\gamma_{e}[\beta]$ of length less than $C_{l-1}$ such that $\operatorname{logsig}(\gamma)=e^{[\beta]}$, and rescaling, there is a path of $\gamma_{(\lambda / 2)^{\frac{l-1}{l}} e^{[\beta]}}$ of length less than $C_{l-1}\left(\frac{\lambda}{2}\right)^{\frac{1}{l}}$ such that $\log \operatorname{sig}(\gamma)=(\lambda / 2)^{\frac{l-1}{l}} e^{[\beta]}$. We then consider the following concatenation:

$$
\tilde{\gamma}=\gamma_{(\lambda / 2)^{\frac{1}{l}} e^{a}} \otimes \gamma_{(\lambda / 2)^{\frac{l-1}{l}} e^{[\beta]}} \otimes \gamma_{-(\lambda / 2)^{\frac{1}{l}} e^{a}} \otimes \gamma_{-(\lambda / 2)^{\frac{l-1}{l}} e^{[\beta]}}
$$

By the BCH formula, $\operatorname{logsig}_{l}(\tilde{\gamma})=\lambda e^{[\alpha]}$. By the induction hypothesis,

$$
|\tilde{\gamma}| \leq 2\left(\frac{\lambda}{2}\right)^{\frac{1}{l}}\left(1+C_{l-1}\right)
$$

This proves the claim.
Proof of the theorem: We also prove this theorem by induction. Similarly to the claim, the case $l=1$ is trivial. Writing $\mathcal{M}$ for the constant involved.

For the induction step, suppose that $S=\zeta+\xi$ with $\zeta \in \mathcal{L}^{l-1}\left(\mathbb{R}^{d}\right)$ and $\xi \in \operatorname{span}_{|\bar{\alpha}|=l} e^{[\bar{\alpha}]}$.
By the induction hypothesis, we have a path $\gamma_{\zeta}$ with length less than $\mathcal{M}_{l-1}|\zeta|_{\mathcal{L}^{l-1}\left(\mathbb{R}^{d}\right)}$ whose $\log$ signature coincides with $\zeta$ on the space $\mathcal{L}^{l-1}\left(\mathbb{R}^{d}\right)$. Being projections of multiple integrals of $\gamma_{\zeta}$, the components of $\log \operatorname{sig}\left(\gamma_{\zeta}\right)$ in $\operatorname{span}_{|\bar{\alpha}|=l} e^{[\alpha]}$ are all bounded above by $\left(M_{l}|\zeta|_{\mathcal{L}^{l-1}\left(\mathbb{R}^{d}\right)}\right)^{l}$. So if we fix a way of writing $\operatorname{logsig}\left(\gamma_{\xi}\right)=\sum_{\bar{\alpha}} \mu_{\bar{\alpha}} e^{[\bar{\alpha}]}$, we have $\left|\mu_{[\bar{\alpha}]}\right| \leq 2^{l}\left(M_{l}|\zeta|_{\mathcal{L}^{l-1}\left(\mathbb{R}^{d}\right)}\right)^{l}$.

We also fix a way of writing $\xi=\sum_{|\bar{\alpha}|=l} e^{[\bar{\alpha}]} \xi_{\bar{\alpha}}$.

Now let $\left\{a_{1}, a_{2}, \ldots, a_{d^{l}}\right\}$ be any ordering of $\{\bar{\alpha}:|\bar{\alpha}|=l\}$, consider the following concatenation

$$
\Gamma=\gamma_{\zeta} \otimes_{i=1}^{d^{l}} \gamma_{\xi_{a_{i}}-\mu_{a_{i}}}
$$

We indeed have that

$$
\log _{\operatorname{sig}}^{l}(\Gamma)=\xi+\zeta
$$

Furthermore,

$$
|\Gamma| \leq M_{l-1}|\zeta|_{\mathcal{L}^{l-1}\left(\mathbb{R}^{d}\right)}+\sum_{|\bar{\alpha}|=l}\left(\left(2 M_{l-1}|\zeta|_{\mathcal{L}^{l-1}\left(\mathbb{R}^{d}\right)}\right)^{l}+C_{l}^{l} \xi_{[\bar{\alpha}]} \mid\right)^{\frac{1}{l}}
$$

The result follows.
We now formulate the following easy generalisation of Lemma 7.0.11:
LEMMA 7.0.12. Let $l \geq 1$. There exists a polynomial constant $M_{l}$ such that for any $S \in$ $\mathcal{L}^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right)$, there exists a $(\tau, \gamma) \in \mathcal{P}^{d+1}$ such that

$$
\begin{array}{r}
\operatorname{logsig}_{l}((\tau, \gamma))=S \\
|(\tau, \gamma)| \leq M_{l}|S|_{\mathcal{L}^{l}\left(\mathbb{R}^{d+1}\right)}
\end{array}
$$

where $|\cdot|_{\mathcal{L}^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right)}$ denotes the homogeneous norm in $\mathcal{L}^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ assigning double degree to zero indices, and similarly $\|$ is the homogeneous length.

Proof. The proof is almost identical to that of Lemma 7.0.11:
Claim: There exists a polynomial $C_{l}$ such that for any $\lambda \in \mathbb{R}$ and for any multi-index $\alpha$ of order less than $l$, there exists a path $(\tau, \gamma)$ of homogeneous length $|(\tau, \gamma)| \leq \lambda^{\frac{1}{|\alpha|}} C_{l}$ and $\operatorname{logsig}_{l}((\tau, \gamma))=\lambda e^{[\alpha]}$

Proof of claim: The claim is obvious for $l=1$ and for $l=2$ and $\gamma=0$, by taking a linear path. For the induction case, suppose that $\alpha=(a, \beta)$ for some $a \in\{0,1, \ldots, d\}$. By the induction hypothesis, there is a path $\gamma_{e^{[\beta]}}$ of homogeneous length less than $C_{l-1}$ such that $\log \operatorname{sig}(\gamma)=e^{[\beta]}$. We then consider the following concatenation:

If $a \neq 0$ :

$$
\tilde{\gamma}=\gamma_{(\lambda / 2)^{\frac{1}{|\alpha|}} e^{a}} \otimes \gamma_{(\lambda / 2)^{\frac{|\alpha|-1}{|\alpha|}}} e^{[\beta]} \gamma_{-(\lambda / 2)^{\frac{1}{|\alpha|}} e^{a}} \otimes \gamma_{-(\lambda / 2)^{\frac{|\alpha|-1}{|\alpha|}} e^{[\beta]}}
$$

and if $a=0$ :

$$
\left.\tilde{\gamma}=\gamma_{(\lambda / 2)^{\frac{2}{|\alpha|}} e^{a}} \otimes \gamma_{(\lambda / 2)^{\frac{|\alpha|-2}{|\alpha|}}} e^{[\beta]}\right) \gamma_{-(\lambda / 2)^{\frac{2}{|\alpha|}} e^{a}} \otimes \gamma_{-(\lambda / 2)^{\frac{|\alpha|-2}{|\alpha|}} e^{[\beta]}}
$$

By the BCH formula, $\operatorname{logsig}_{l}(\tilde{\gamma})=\lambda e^{[\alpha]}$. By the induction hypothesis, and by Lemma 6.3.4, its homogeneous length is less than $2\left(\frac{\lambda}{2}\right)^{\frac{1}{|\alpha|}}\left(1+C_{l-1}\right)$. This proves the claim.

Proof of the theorem: We also prove this theorem by induction over the order, which we write $l$ here, not the length. Similarly to the claim, the case $l=1$ is trivial.

For the induction step, suppose that $S=\zeta+\xi$ with $\zeta \in \operatorname{span}_{|\bar{\alpha}| \leq l-1} e^{[\bar{\alpha}]}$ and $\xi \in \operatorname{span}_{|\bar{\alpha}|=l} e^{[\bar{\alpha}]}$. By induction hypothesis, we have a path $\gamma_{\zeta}$ with homogeneous length less than $M_{l-1}|\zeta|_{\mathcal{L}^{l-1}\left(\mathbb{R}^{d}, \mathbb{R}\right)}$ whose $\log$ signature coincides with $\zeta$ on the space $\operatorname{span}_{|\bar{\alpha}|=l} e^{[\bar{\alpha}]}$. Being projections of multiple integrals of $\gamma_{\zeta}$, the components of $\log \operatorname{sig}\left(\gamma_{\zeta}\right)$ in $\operatorname{span}_{|\bar{\alpha}|=l} e^{[\alpha]}$ are all bounded above by $\left(M_{l-1}|\zeta|_{\mathcal{L}^{l-1}\left(\mathbb{R}^{d}, \mathbb{R}\right)}\right)^{l}$. This means that if we fix a way of writing

$$
\operatorname{Pr}_{\operatorname{span}_{|\bar{\alpha}|=l}\left(e^{[\bar{\alpha}])}\right.}\left(\gamma_{\zeta}\right)=\sum_{|\bar{\alpha}|=l} e^{[\bar{\alpha}]} \mu_{\bar{\alpha}}
$$

we have $\left|\mu_{\bar{\alpha}}\right| \leq 2^{l}\left(M_{l-1}|\zeta|_{\mathcal{L}^{l-1}\left(\mathbb{R}^{d}, \mathbb{R}\right)}\right)^{l}$.
We fix a way of writing $\xi=\sum_{|\bar{\alpha}|=l} e^{[\bar{\alpha}]} \xi_{[\bar{\alpha}]}$.

Choose any ordering $a_{1}, a_{2}, \ldots, a_{K}$ of the set $\{\bar{\alpha}:|\bar{\alpha}|=l\}$. (Here $K=\#(\{\bar{\alpha}:|\bar{\alpha}|=l\})$.) We can consider the following concatenation:

$$
\Gamma=\gamma_{\zeta} \otimes_{i=1}^{K} \gamma_{\xi_{a_{i}}-\mu_{a_{1}}}
$$

Now we indeed have $\operatorname{logsig}_{l}(\Gamma)=\xi+\zeta$. Furthermore, by Lemma 6.3.4,

$$
|\Gamma| \leq M_{l-1}|\zeta|_{\mathcal{L}^{l-1}\left(\mathbb{R}^{d}, \mathbb{R}\right)}+\left(\sum_{|\bar{\alpha}|=l} 2^{l}\left(M_{l-1}|\zeta|_{\mathcal{L}^{l-1}\left(\mathbb{R}^{d}, \mathbb{R}\right)}\right)^{l}+C_{l}^{l}\left|\xi_{[\alpha]}\right|\right)^{\frac{1}{l}}
$$

The result follows.
We will need the following lemma:
TheOrem 7.0.1. Let $\mathcal{A}=(x, \sigma, F)$ be an $(L, g, G)$-tense, $\left(L, H_{l}\right)$-weak Hörmander system. Fix $l \geq L$. Suppose that $g \geq l+3$. There exist polynomial constants $C_{1}, C_{2}$ and $C_{3}$ such that for all $y \in \mathbb{R}^{n}$ such that $\max \left(d_{t}(y), \sqrt{t}\right)<C_{1}$, we have

$$
d_{t}^{l}(y)+\sqrt{t} \leq C_{2} d_{t}(y)
$$

and for all $y \in \mathbb{R}^{n}$ such that $\max \left(d_{t}^{l}(y), \sqrt{t}\right)<C_{1}$,

$$
d_{t}(y) \leq C_{3}\left(d_{t}^{l}(y)+\sqrt{t}\right)
$$

Proof. First inequality Let $\Gamma \in \mathcal{P}_{t}^{d+1}$ be a path such that $Y_{t}(\Gamma)=y, \Gamma_{t}^{(0)}=t$ and $|\Gamma| \leq$ $d_{t}(y)(1+\varepsilon)$ where as usual $\varepsilon$ is a fixed quantity greater than $\frac{1}{2}$. Let $S=\operatorname{logsig}^{-}(\Gamma)$.

From the usual Taylor expansion, and Theorem 6.3.1, we have the following, where $M_{1}$ is a constant depending only on $G, n, H_{L}$ :

$$
\begin{align*}
\left|Y_{t}(\Gamma)-T_{t}^{l}(\Gamma)\right| & \leq M_{1}|\Gamma|_{L^{2}, 1}^{l+1}  \tag{7.0.2}\\
& \leq M_{1}\left(d_{t}(y)(1+\varepsilon)\right)^{l+1}
\end{align*}
$$

We also have

$$
|S| \leq|(t, S)|_{\mathcal{L}^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right)} \leq M_{2}\left(d_{t}(y)(1+\varepsilon)+\sqrt{t}\right)
$$

for some polynomial constant $M_{2}$. Let $\rho$ be the $\rho$ obtained from our development on Models, relative to the model $\left(\mathcal{S}, F_{t}^{\log (S) T}, \mathbb{R}^{n}\right)$. As long as $t \leq 1 / 2$, this is clearly a polynomial quantity (in fact, it is proper, as can be seen from Proposition 7.0.9 and the definition of the weak Hörmander constant $H_{L}$ ) We know that for any $S \in \mathcal{S}$ such that $|s| \leq \rho$, we have

$$
\beta_{F_{t}^{\log (S) T}(S+\bullet)} \geq \frac{\beta_{F_{t} \log (S) T}}{2}
$$

Also, $\rho_{S}=\rho\left(\mathcal{L}^{l}\left(\mathbb{R}^{d+1}\right), F_{t}^{\log (S) T}(S+\cdot), \mathbb{R}^{n}\right) \geq \Theta$ for any $S$ with $|S| \leq \rho$ and for some polynomial quantity $\Theta$.

Now, by Theorem 5.2.2, we know that for any $v \in \mathbb{R}^{n}$ such that $|v| \leq \underline{\beta}(S) \rho_{S}$, there exists an $s \in \mathcal{S}$ with $|s| \leq \frac{4|v|}{\underline{\beta}(S)}$ such that

$$
\begin{equation*}
F_{t}^{\log (S) T}(S+s)=T^{l}(\Gamma)+v . \tag{7.0.3}
\end{equation*}
$$

Therefore, we set $C_{1}=\min \left(\frac{\rho_{0}}{2(1+\varepsilon) M_{2}}, \frac{\Theta \underline{\beta}(0)}{2 M_{1}}, 1 / \sqrt{2}\right)$. This implies $M_{2}\left(d_{t}(y)(1+\varepsilon)+\sqrt{t}\right)<\rho_{0}$ and $M_{1} d_{t}(y)(1+\varepsilon)<\frac{\underline{\beta}_{0} \Theta}{2}<\underline{\beta}_{S} \Theta$. By Eq. (7.0.2), this ensures that we can apply the above with $v=Y_{t}(\Gamma)-T^{l}(\Gamma)$. With

$$
|s| \leq \frac{4\left|Y_{t}(\Gamma)-T_{t}^{l}(\Gamma)\right|}{\underline{\beta}(S)} \leq M_{3} d_{t}(y)^{l+1}
$$

for some polynomial constant $M_{3}$.

By Lemma 5.2.3, this implies that $|s|_{\mathcal{L}^{l}\left(\mathbb{R}^{d+1}\right)} \leq M_{4} d_{t}(y)^{\frac{l+1}{l}}$ (for some polynomial constant $\left.M_{4}\right)$. Then by Lemma 5.1.2, we have that $|S+s|_{\mathcal{L}^{l}\left(\mathbb{R}^{d+1}\right)} \leq 2 d_{t}\left(1+\varepsilon+M_{4}\right)$. Again from (7.0.3), this allows us to conclude that

$$
d_{t}^{l}(y) \leq\left(2 M_{4}+2\right) d_{t}(y)
$$

Noting that trivially, $\sqrt{t} \leq d_{t}(y)$, we get our inequality with $C_{2}=\left(2 M_{4}+2\right)$. Since our constant is polynomial in $\beta, \underline{\beta}$ etc., it is polynomial in $G, d, H_{l}$.

## Second inequality.

The spirit of the proof is the same, but the infinite dimensionality of path space means that we must actually repeat and adapt the steps of the proof of our inverse functions Theorem 5.2.2. We use the representation given in Eq. (7.0.1) from Proposition 7.0.4. The requirement $\Gamma_{1}=1$ when $\Gamma$ is parametrised over $[0,1]$ will be achieved by making sure that the first iteration has ${ }^{1} \Gamma_{1}^{0}=1$ and all the other iterations have 0 as $e^{(0)}$ components of their $\log$ signatures.

First note that there clearly exists a polynomial $R$ such that for any $x^{\prime} \in \mathbb{R}^{m}$ and $t_{1} \in[0, t]$ such that $\left|x^{\prime}-x\right| \leq R$, we have $H_{L}\left(x^{\prime}\right)>\frac{H_{L}(x)}{2}$, which will imply that $\rho\left(x^{\prime}\right), \underline{\beta}\left(x^{\prime}\right), \beta\left(x^{\prime}\right)$ (i.e. the $\rho, \underline{\beta}$ and $\beta$ relative to the model $\left.\left(\mathcal{S}, \mathbb{R}^{n}, F_{x^{\prime}, t_{1}}^{\log (S) T}\right)\right)$ are controlled by polynomial quantities. There is also a $\bar{R}$, uniform over all $x^{\prime}$ such that $\left|x^{\prime}-x\right| \leq R$, such that for any $y \in \mathbb{R}^{n}$ such that $\left|y-F\left(x^{\prime}\right)\right| \leq \bar{R}$, we can apply Lemma 5.2 .2 to obtain an $s$ such that $F_{x^{\prime}, t_{1}}^{\log (S), T}(s)=y$.

Let $C_{\text {PLR }}$ be the constant from Theorem 5.2.3, involved in the application of the implicit functions theorem.

Let $D$ be such that the original system $\mathcal{A}$ is $(g, g, D)$-tense. This clearly a polynomial constant.
Let $C_{\text {constr }}$ be the constant from Lemma 7.0.11.
Let $y \in \mathbb{R}^{n}$ with $\min \left(t, d_{x, t}^{l}(y)\right) \leq C_{1}$ for

$$
C_{1}=\min \left(\frac{R}{2 D C_{\mathrm{constr}}}, \frac{\bar{R}}{2 D(1+\varepsilon)^{l+1} C_{\mathrm{constr}}}, C_{\mathrm{constr}}^{-1}, \frac{D^{-1+l}}{2 C_{\mathrm{PLR}}^{l}}(1+\varepsilon)^{-1-l} C_{\mathrm{constr}}^{-1-2 l}\right)
$$

Here, $K=\sup _{|s| \leq 1} \sup _{N \in \mathbb{N}}\left|\partial^{N} F_{x, t}^{\log (S) T}\right|$, where $\|$ denotes the operator norm. This is clearly a polynomial quantity by the assumptions on the system, and the (polynomial) form of the exponential function restricted to the truncated signature space.

Let ${ }^{1} S \in \operatorname{span}_{\alpha \neq(0),|\alpha| \leq l}\left(e^{[\alpha]}\right) \subset \mathcal{S}_{l}$ be such that $F_{x, t}^{\log (S), T}(S)=y$ and $\left|{ }^{1} S\right|_{\mathcal{S}} \leq(1+\varepsilon) d_{t}^{l}(y)$. $\left({ }^{1} S\right.$ exists by the finiteness of $\left.C_{1}\right)$. By Lemma 7.0.11, there exists a path ${ }^{1} \Gamma=\left({ }^{1} \tau,{ }^{1} \gamma\right) \in \mathcal{P}_{1}^{d+1}$ such that

$$
\operatorname{logsig}\left({ }^{1} \Gamma\right)=\left(1, \delta_{\frac{1}{t}, 1}\left({ }^{1} S\right)\right)
$$

where $\delta_{\frac{1}{t}, 1}$ denotes the (linear) dilation such that $\delta_{\frac{1}{t}, 1}\left(e^{\alpha}\right)=\frac{e^{\alpha}}{t^{\circ}(\alpha)}$ for each $\alpha$, and

$$
\left|{ }^{1} \Gamma\right|_{L^{2}, 1} \leq C_{\text {constr }} \max \left(t, d_{t}(y)\right)
$$

Now we have, again by the usual Taylor expansion and the results of the previous section:

$$
\begin{align*}
\left|F\left(\operatorname{Sol}_{x, t}\left({ }^{1} \Gamma\right)\right)-y\right| & \leq\left.\left. D\right|^{1} \Gamma\right|_{L^{2}, 1} ^{l+1}  \tag{7.0.4}\\
& \leq D(1+\varepsilon)^{l+1} C_{\mathrm{constr}}^{l+1} \max \left(\sqrt{t}, d_{t}^{l}(y)\right)^{l+1} \\
\left|\operatorname{Sol}_{x, t}\left({ }^{1} \Gamma\right)-x\right| & \leq\left.\left. D\right|^{1} \Gamma\right|_{L^{2}, 1} \\
& \leq D C_{\text {constr }} \max \left(\sqrt{t}, d_{t}^{l}(y)\right)
\end{align*}
$$

for some polynomial $M$, and where $C_{\text {constr }}$ is the constant from Proposition 7.0.12.
We define $x_{1}=x$ and $x_{2}=\operatorname{Sol}_{x, t}\left({ }^{1} \Gamma\right)$.
Now, the second equation in (7.0.4) ensures that

$$
\left|x_{1}-x\right| \leq D C_{1} C_{\mathrm{constr}} \leq \frac{R}{2}
$$

and the first part ensures that $\left|F\left(x_{1}\right)-y\right| \leq D(1+\varepsilon)^{l+1} C_{\text {constr }} C_{1} \leq \frac{\bar{R}}{2}$ and there exists an ${ }^{2} S \in \mathcal{S}_{l}$ such that

$$
F_{x_{1}, t}^{\log (S), T}\left({ }^{2} S\right)=y
$$

and then a path ${ }^{2} \Gamma \in \mathbb{P}_{1}^{d+1}$ with

$$
\operatorname{logsig}\left({ }^{2} \Gamma\right)=\left(0, \delta_{\frac{1}{t}, 1}\left({ }^{2} S\right)\right)
$$

Continuing in this way, we define and obtain, using Lemma 5.2.3:

$$
\begin{aligned}
x_{n}-x_{n-1} & =\operatorname{Sol}_{x_{n-1}, t}\left({ }^{n} \Gamma\right) \\
\operatorname{logsig}\left({ }^{n} \Gamma\right) & =\left(0, \delta_{\frac{1}{t}, 1}\left({ }^{n} S\right)\right) \text { for } n>1 \\
y & =F_{x_{n}, t}^{\log (S), T}\left({ }^{n} S\right) \\
\left|{ }^{n} S\right|_{\mathcal{S}_{l}} & \leq\left.\left. C_{\mathrm{PLR}} D^{\frac{1}{l}}(1+\varepsilon)^{\frac{l+1}{l}} C_{\mathrm{constr}}^{\frac{1+l}{l}}\right|^{n-1} S\right|_{\mathcal{S}} ^{\frac{l+1}{l}} \\
& \leq\left.\left.\frac{1}{2}\right|^{n-1} S\right|_{\mathcal{S}} \quad \text { for } \quad n>1 \\
\left|{ }^{n} \Gamma\right|_{L^{2}, 1} & \leq\left. C_{\mathrm{constr}} D C_{\mathrm{PLR}} D^{\frac{1}{l}}(1+\varepsilon)^{\frac{l+1}{l}} C_{\text {constr }}^{\frac{1+l}{l}}{ }^{n-1} \Gamma\right|_{L^{2}, 1} \\
& \leq \frac{1}{2}\left|{ }^{n-1} \Gamma\right|_{L^{2}, 1} \text { for } n>1
\end{aligned}
$$

where at the last lines, we have used the facts that $C_{1}^{\frac{1}{l}} C_{\mathrm{PLR}} D^{\frac{1}{l}}(1+\varepsilon)^{\frac{l+1}{l}} C_{\text {constr }}^{\frac{l+1}{l}}<\frac{1}{2}$ and $C_{1}^{\frac{1}{l}} C_{\mathrm{PLR}} D^{\frac{1}{l}}(1+\varepsilon)^{\frac{l+1}{l}} C_{\text {constr }}^{\frac{l+1}{l}} D C_{\text {constr }}<\frac{1}{2}$.

Note that we have

$$
\begin{array}{r}
\sum_{n}\left|x_{n}-x_{n-1}\right| \leq D \sum_{n}\left|{ }^{n} \Gamma\right|_{L^{2}, 1} \leq 2 D C_{\mathrm{constr}} C_{1} \leq R \quad \text { and } \\
\left|y-F\left(x_{n}\right)\right| \leq|y-F(x)| \leq \bar{R}
\end{array}
$$

which means we can indeed apply our implicit functions Theorem 5.2.2 at each step.
Now, we set:

$$
\Gamma=\otimes_{n=1}^{\infty} \Gamma
$$

We have $|\Gamma|_{L^{2}, 1} \leq 2 C_{\text {constr }} \max \left(\sqrt{t}, d_{t}^{l}(y)\right)$ and if we reparametrise $\Gamma$ so that it is parametrised over $[0,1]$, we get that $\operatorname{Sol}_{x, t}(\Gamma)=y$, and $\Gamma_{1}^{0}=1$ this concludes the proof.

REMARK 7.0.13. In fact, it is easy to convince oneself that the constants involved in the proof of the first inequality can be made proper at the cost of assuming that the original system is $(g, g, G)$-tense. The constants in the second inequality are only polynomial because of the construction in the proof of Proposition 7.0.11.

Corollary 7.0.14. Fix $l \geq L$. Let $\mathcal{A}=(x, \sigma, F)$ be a $(g, g, G)$-tense, $\left(L, H_{L}\right)$-weak Hörmander system. Suppose $g \geq l+3$. There exist proper constants $D, \bar{D}, K$ and a polynomial constant $\bar{K}$ such that for any $t \leq D$ and any $y$ such that $|* x-y| \leq \bar{D}$, we have:

$$
\begin{aligned}
& \left|d_{t}^{l}(x, y)\right| \leq K\left|* \bar{x}_{t}-y\right|^{\frac{1}{l}} \quad \text { and } \\
& \left|d_{t}(x, y)\right| \leq \bar{K}\left(\left|* \bar{x}_{t}-y\right|^{\frac{1}{l}}+\sqrt{t}\right)
\end{aligned}
$$

Proof. This is a consequence of Theorems 7.0.1 and 5.2.2. Indeed, the inverse operator norm of the Jacobian of $F^{\log (S), T}$ is a proper constant (uniformly in $t$ ), we also know from the Taylor series expansion of the exponential function on $\mathcal{L}\left(\mathbb{R}^{d+1}\right)$ and the algebraic structure (similarly to Proposition 7.0.9)that the derivatives in any direction are bounded by a proper constant:

For $v \in \mathcal{L}^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ and $x \in \mathcal{L}^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ with $|x| \leq 1$, we have

$$
\frac{\partial F^{\log (S), T}}{\partial v}(x)=J F^{S T} \frac{\partial \exp (x)}{\partial v}(x)
$$

We will show that the RHS is bounded by a proper constant for $|x|,|v| \leq 1$. By abuse of notation, we will write $x$ for $(t, x)$ and $x^{(0)}=t$. This means that in articular we are assuming that $t \leq 1$, which is not a problem as 1 is a proper constant. It suffices to prove this for $v \in \mathcal{H}_{L}$ our basis of $\mathcal{L}^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right)$. Since any $b \in \mathcal{H}_{L}$ can be expressed in $T^{l}\left(\mathbb{R}^{d+1}\right)$ as a linear combination of elements of the form $e^{\alpha}$ with the number of terms being less than a proper constant, it is enough to show the bound where the exponential function is replaced by its formal extension (via the Taylor series) on the whole of $T^{l}\left(\mathbb{R}^{d+1}\right)$, and for $v=e^{\alpha}$ for some $\alpha \in \operatorname{Multi}(\{0,1, \ldots, d\})$. Since $J F^{S T}$ is bounded by proper constants, it is enough to bound $\frac{\partial \exp (x)}{\partial v}(x)$

We now have the following calculation (from the series expansion of the exponential):

$$
\begin{aligned}
& \frac{\partial \exp }{\partial e^{\alpha}}(x) \\
& =\sum_{n=1}^{l} \frac{1}{n!} \operatorname{Pr}_{\mathcal{T} l\left(\mathbb{R}^{d}, \mathbb{R}\right)}\left(\sum_{\substack{i=1}}^{n} \sum_{\substack{\beta_{1}, \ldots, \beta_{i-1}, \beta_{i+1}, \ldots, \beta_{n} \\
\in \operatorname{Multi}(\{0,1, \ldots,, d)}} \Pi_{j=1}^{i-1} x^{\beta_{j}} \Pi_{j=i+1}^{n} x^{\beta_{j}} e^{\left(\beta_{1}, \ldots, \beta_{i-1}, \alpha, \beta_{i+1}, \ldots, \beta_{n}\right)}\right) .
\end{aligned}
$$

For multi-indices $\alpha, \gamma$ and for any natural number $n$, let $K(n, \alpha, \gamma)$ be the set of $(n-1)$ tuples of natural numbers that can be written $\left(\kappa_{1}, \ldots, \kappa_{i-1}, \kappa_{i+1}, \ldots \kappa_{n}\right)$ in such a way that if we set $\kappa_{i}=\#(\alpha)$, then $\sum_{j=1}^{n} \kappa_{j}=\#(\gamma)$ and

$$
\left(\gamma_{\sum_{j=1}^{i-1} \kappa_{j}+1}, \gamma_{\sum_{j=1}^{i-1} \kappa_{j}+2}, \ldots, \gamma_{\sum_{j=1}^{i-1} \kappa_{j}+\#(\alpha)}\right)=\alpha
$$

The maximal cardinality of $K(n, \alpha, \gamma)$ when $|\alpha|,|\gamma| \leq L$ is a combinatorial function of $L$ only, which we write $K_{L}$.

Write also $\beta(\kappa, \gamma, j)$ for the multi-index composed of the components of $\gamma$ with positions $\sum_{k=1}^{j-1} \kappa_{k}+1, \ldots, \sum_{k=1}^{j} \kappa_{k}$. We have $e^{(\beta(\kappa, \gamma, 1), \ldots, \beta(\kappa, \gamma, n))}=e^{\gamma}$.

Now, we have, for any $\gamma$,

$$
\begin{aligned}
& \left\langle\frac{\partial \exp (x)}{\partial e^{\alpha}}(x), e^{\gamma}\right\rangle \\
& =\sum_{\kappa \in K(n, \alpha, \gamma)}\left(\Pi_{j \neq i(\kappa)} x^{\beta(\kappa, \gamma, j)}\right)
\end{aligned}
$$

Finally, we have

$$
\begin{aligned}
& \left|\frac{\partial \exp (x)}{\partial e^{\alpha}}(x)\right|^{2} \\
& =\sum_{\gamma}\left(\sum_{\kappa \in K(n, \alpha, \gamma)}\left(\Pi_{j \neq i(\kappa)} x^{\beta(\kappa, \gamma, j)}\right)\right)^{2} \\
& \leq K_{L}^{2} \sum_{\gamma} \sum_{\kappa \in K(n, \alpha, \gamma)}\left(\Pi_{j \neq i} x^{\beta(\kappa, \gamma, j)}\right)^{2} \\
& \leq K_{L}^{2} L \sum_{n=1}^{L} \sum_{\sum_{j=1}^{n-1} k_{j}+\#(\alpha) \leq L} \Pi_{j=1}^{n-1}\left(\sum_{\#(\beta)=k_{j}}\left(x^{\beta}\right)^{2}\right) \\
& \leq L K_{L}^{4}|x|^{2} \leq L K_{L}^{4}
\end{aligned}
$$

where at the last lines, we have used the fact that

$$
\sum_{\#(\beta)=k_{j}}\left(x^{\beta}\right)^{2} \leq|x|^{2} \leq 1
$$

It follows that the model $\left(0, \operatorname{Pr}_{\mathcal{L}^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right)}\left(v_{f}\right), F^{\log (S), T}\right)$ (where $v_{f}$ denote the vector fields defined by $\left.v_{f}^{(\alpha, i)}(x)=x^{\alpha}\right)$ satisfies the standard boundedness and degeneracy assumptions with proper constants. We can therefore use Theorem 5.2 .2 to deduce that there exist proper constants $\bar{D}$ and $A$ such that for any $y$ such that $|* x-y| \leq \bar{D}$, there exists an element $s \in \mathcal{L}^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ such that $F^{\log (S), T}(s)=y$ and $|s| \leq A|* x-y|$. Since $|s|_{\mathcal{L}^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right)} \leq|s|^{\frac{1}{l}}$, we immediately deduce the first inequality.

The second inequality now follows from Theorem 7.0.1 (the constant $D$ is comes from the application of that theorem).

There is an alternative way of constructing a continuously defined version of $d_{t}^{l}$ :
DEFinition. We define the $d_{t, l, \infty}$ distance as follows:

$$
d_{t, l, \infty}(y)=\inf \left(|\log \operatorname{sig}(\Gamma)|_{\mathcal{L}^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right)} \mid Y_{t}(\Gamma)=y\right)
$$

We note the following important consequence of the above corollary:
Proposition 7.0.15. Let $\mathcal{A}=(x, \sigma, F)$ be a uniformly $\left(L^{\prime}, g, G\right)$-tense, uniformly $\left(L, H_{L}\right)$ weak Hörmander system. Fix $l \geq L$ and suppose that $L^{\prime} \geq l+2, g \geq l+3$. There exists $a$ polynomial constant $C$ and a proper constant $M$ such that we have, for any $y \in \mathbb{R}^{n}$ :

$$
\begin{aligned}
& d_{t}(x, y) \leq C(|* x-y|+1) \\
& d_{t}^{\infty}(x, y) \leq M(|* x-y|+1)
\end{aligned}
$$

Proof. Let $N=\lceil|* x-y| K\rceil$, where $K$ is the constant from Corollary 7.0.14. Then for $i=0,1,2, \ldots, N$, define $y_{i}=* x+\frac{i|* x-y|}{N}$. By Corollary 7.0.14, we can iteratively construct $x_{i}$ such that $d_{t}\left(x_{i}, y_{i+1}\right) \leq C\left|x_{i}, x_{i+1}\right|^{\frac{1}{L}} \leq C$ for some polynomial constant $C$. Then we have $d_{t}(x, y) \leq C N \leq C(|* x-y|+1)$. The second inequality is proved similarly. (The only real source of non-proper dependence in the first inequality comes from the construction of a control with given log signature(and the calculation of its homogeneous length), which is no longer required when defining the distance directly in terms of homogeneous norms in the log signature space.)

We finish with the following doubling condition:
Proposition 7.0.16. Let $\mathcal{A}=(x, \sigma, F), F$ linear, be a uniformly $(L, g, G)$-mixed tense, uniformly $\left(L, H_{L}\right)$ weak Hörmander system with $g \geq L+3$. There exist constants $D$ and $M$ such that for any $t \leq D$ any $r>0$ and any $\bar{x} \in \mathbb{R}^{m}$,

$$
\left|B_{d_{t}}(x, 2 r)\right| \leq M\left|B_{d_{t}}(x, r)\right|
$$

Proof. This follows from, Theorem 7.0.1, and Propositions 5.1.11, 5.2.8, and 7.0.15.
Using a similar method of proof to Theorem 7.0.1, and using Proposition 7.1.6, we can show the following:

THEOREM 7.0.2. Let $\mathcal{A}=(x, \sigma, F)$ be an $\left(L^{\prime}, g, G\right)$-tense, $\left(L, H_{l}\right)$-weak Hörmander system. Fix $l \geq L$. Suppose $L^{\prime} \geq l+2, g \geq l+3$. There exist proper constants $C_{1}, C_{2}$ and $C_{3}$ such that $\forall y \in \mathbb{R}^{n} \quad$ s.t. $\quad \max \left(d_{t}(y), \sqrt{t}\right)<C_{1}$, we have

$$
d_{t, \infty, l}(y) \leq C_{2} d_{t}^{l}(y)
$$

and $\forall y \in \mathbb{R}^{n} \quad$ s.t. $\quad \max \left(d_{t}^{l}(y), \sqrt{t}\right)<C_{1}$

$$
d_{t, \infty, l}(y) \leq C_{3}\left(d_{t}^{\infty}(y)\right)
$$

Because all the $d_{t}^{l}$ for $L \leq l \leq L_{2}$ are properly equivalent (for fixed $L_{2}$, this follows from our inverse functions Theorem 5.2.2), and the only choices for $l$ that we are interested in are $l=L$ and $l=(2 n+2)^{2} 2^{4 L}$, we can pick $l=L$ and write $d_{t, \infty}$ for $d_{t, \infty, l}$.

### 7.1. Systems satisfying the Progressive Hörmander condition

Definition. The system $\mathcal{A}=(x, F, \sigma)$ satisfies the Progressive Hörmander condition (at $x$ ) with constants $\left(L, H_{L}\right)$ if for any unit $u \in \mathcal{L}^{L}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ and for any unit $v \in \mathbb{R}^{n}$, there exist $\lambda_{\alpha, \beta} \in \mathbb{R}$ and $\lambda_{v, \beta}$ such that

$$
\begin{aligned}
& \sum_{\substack{|\beta| \leq|\alpha| \\
\beta \neq[0]}} \lambda_{\alpha, \beta} * \sigma^{[\beta]}=* \sigma^{u} \quad \text { and } \\
& \sum_{\substack{|\beta| \leq L \\
\beta \neq[0]}} \lambda_{v, \beta} * \sigma^{[\beta]}=v
\end{aligned}
$$

and for any unit $u \in \mathcal{L}^{L}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ and for any unit $v \in \mathbb{R}^{n}$

$$
\begin{array}{r}
\sum_{|\beta| \leq|\alpha|} \lambda_{v, \beta}^{2} \leq H_{L} \quad \text { and } \\
\sum_{|\alpha| \leq L}\left(\sum_{|\beta| \leq L} \lambda_{\alpha, \beta} u_{\beta}\right)^{2} \leq H_{L}^{-1}
\end{array}
$$

REmARK 7.1.1. Note that by Proposition 7.0.9, the requirement

$$
\sum_{|\alpha| \leq L}\left(\sum_{|\beta| \leq L} \lambda_{\alpha, \beta} u_{\beta}\right)^{2} \leq H_{L}^{-1}
$$

is, up to a proper constant, equivalent to requiring that

$$
\sum_{\substack{|\alpha| \leq L \\ \beta \in H}}\left\langle\lambda_{\alpha, \cdot}, u\right\rangle^{2} \leq H_{L}^{-1}
$$

where $H$ denotes the basis of $\mathcal{S}$ defined in Proposition 7.0.9.
REMARK 7.1.2. Up to a strongly polynomial constant, this definition is equivalent to the following:

- The Hörmander condition holds with constant $H$, and
- for any multi-index $\alpha$ containing non zero indices and with $|\alpha| \leq L$ there exist real numbers $\lambda_{\alpha, \beta}$ such that

$$
\sum_{\substack{|\beta| \leq|\alpha| \\ \beta \neq[0]}} \lambda_{\alpha, \beta} * \sigma^{[\beta]}=* \sigma^{\alpha} \quad \text { and } \sum_{\beta}\left(\lambda_{\alpha, \beta}\right)^{2} \leq H^{-1}
$$

REMARK 7.1.3. Proposition 3.5.1 shows that the progressive Hörmander condition implies the Hörmander condition.

For the whole of this section, we will use the following notation:

$$
\bar{x}^{t}=x+\sum_{\substack{\alpha \in \operatorname{Multi}(\{0\}) \\|\alpha| \leq L}} \sigma^{\alpha}(x) \frac{t^{|\alpha| / 2}}{(|\alpha| / 2)!}
$$

The following 'log-homogeneous distance' can be defined for any system, but is meaningful (i.e. equivalent to the some control distance) only under the progressive Hörmander condition.

DEFINITION 7.1.4. Let $\mathcal{A}=(x, F, \sigma)$ be a system, the log-homogeneous distance $d(\cdot, \cdot)$ : $\mathbb{R}^{m} \otimes \mathbb{R}^{n} \rightarrow \mathbb{R}$ is defined by

$$
d_{t, \log }(x, y)=\inf \left(\sqrt{\sum_{i \leq L}\left(\sum_{\substack{\beta \in H \\ \beta \neq[0] ;|\beta|=i}} \lambda_{\beta}^{2}\right)^{\frac{1}{i}}}: \sum_{\beta \in \mathcal{L}_{L}} \lambda_{\beta} \sigma^{\beta}=y-\bar{x}^{t}\right)
$$

REMARK 7.1.5. By Proposition 7.0.9, the above is equivalent, up to a proper constant, to the following definition:

$$
d_{t, \log , \perp}(x, y)=\inf \left(\sqrt{\sum_{i \leq L}\left(\operatorname{Pr}_{U_{i}}(\lambda)\right)^{\frac{1}{i}}}: \sum_{\beta \in \mathcal{L}_{L}} \lambda_{\beta} \sigma^{[[\beta]]}=y-\bar{x}^{t}\right)
$$

where $U_{i}=\operatorname{span}_{|\alpha|=1 ; \alpha \neq(0)} e^{\alpha}$. Here $\mathcal{L}_{L}$ is the set of Lyndon words ${ }^{2}$ of order less than $L$, and for a Lyndon word $\alpha,[[\alpha]]$ denotes the standard bracketing of $\alpha$.
7.1.1. The compensated signature. Let $\mathcal{A}=(x, \sigma, F)$ be a ( $L, H_{L}$ )-progressive Hörmander system. Let

$$
F^{S R_{r}}: T^{L}\left(\mathbb{R}^{d}, \mathbb{R}\right) \rightarrow\left(\mathbb{R}^{n}\right)^{\otimes L}, s \mapsto \otimes_{i=1}^{L}\left(\sum_{\substack{|\alpha|=i \\ \alpha \neq(0)}} \sigma^{\alpha} s^{\alpha}\right)
$$

For each $\alpha \in T^{L}\left(\mathbb{R}^{d+1}\right)$ with $|\alpha| \leq L$ and $\alpha \neq(0)$, pick $\lambda_{\alpha, \cdot} \in \mathcal{S}$ such that

$$
\begin{aligned}
& \left\langle\lambda_{\alpha, \cdot},(* \sigma)^{\bullet}\right\rangle=* \sigma^{\alpha}, \\
& \operatorname{Pr}_{\text {span }_{|\beta| \geq|\alpha|+1} e^{[\beta]}\left(\lambda_{\alpha, \cdot}\right)=0 \quad \text { and }} \\
& \operatorname{Pr}_{\operatorname{Ker}\left(F^{\left.S R_{r}\right)}\right.}\left(\lambda_{\alpha, \bullet}\right)=0 .
\end{aligned}
$$

Here $\lambda_{\alpha, \cdot}$ is the Moore-Penrose pseudo-inverse of $* \sigma^{\alpha}$ by the map

$$
F^{S R_{r}}: T^{L}\left(\mathbb{R}^{d}, \mathbb{R}\right) \rightarrow\left(\mathbb{R}^{n}\right)^{\otimes L}, s \mapsto \sum_{\substack{|\beta| \leq|\alpha| \\ \beta \neq(0)}} \sigma^{\beta} s^{\beta}
$$

We can then extend linearly to obtain a function

$$
\Psi: T^{L}\left(\mathbb{R}^{d+1}\right) / \operatorname{span}\left(e^{(0)}\right) \rightarrow \mathcal{S} / \operatorname{Ker}\left(F^{S R_{r}}\right)
$$

(where $\mathcal{S} / \operatorname{Ker}\left(F^{S R_{r}}\right)$ denotes the orthogonal complement of $/ \operatorname{Ker}\left(F^{S R_{r}}\right)$ in $\mathcal{S}$ ) such that, writing $H$ for the orthonormal basis of $\mathcal{S}$ from Proposition 7.0.9, for any $s \in T^{L}\left(\mathbb{R}^{d}, \mathbb{R}\right) / \operatorname{span}\left(e^{(0)}\right)$, we have

$$
\begin{aligned}
\sum_{h \in H} \Psi^{h}(s) \sigma^{h} & =\sum_{|\alpha| \leq L} \sigma^{\alpha} s^{\alpha} \\
|\Psi(s)|^{2} & \leq H_{L}^{-1}|s|^{2} \quad \text { and } \forall i \leq L \\
s \in \operatorname{span}_{\substack{\alpha \mid \leq i \\
\alpha \neq(0)}}^{\alpha} & \Longrightarrow \Psi(s) \in \operatorname{span}_{\substack{\alpha \mid \leq i \leq i \\
\alpha \neq(0)}} e^{[\alpha]} .
\end{aligned}
$$

We now define the following function:

$$
\Psi_{1}: T^{L}\left(\mathbb{R}^{d}, \mathbb{R}\right) / \operatorname{span}\left(e^{(0)}\right) \rightarrow \mathcal{S} / \operatorname{Ker}\left(F^{S R_{r}}\right), s \mapsto \operatorname{Pr}_{\mathcal{S} / \operatorname{Ker}\left(F^{S R_{r}}\right)}(s)+\Psi\left(s-\operatorname{Pr}_{\mathcal{S}}(s)\right)
$$

Note that $\Psi_{1}$ and $\Psi$ depend on the initial point $x$ and on the tensor $\sigma^{\circ}$.
Now, by the progressive Hörmander condition, we can also define the following function:

$$
\Psi_{2}: \mathbb{R}^{n} \rightarrow \mathcal{S} / \operatorname{Ker}\left(F^{S R_{r}}\right), v \mapsto \Psi_{2}(v)
$$

such that

$$
\sum_{h \in H} \Psi_{2}^{h}(v) \sigma^{h}=y-\bar{x}_{t}
$$

and $\Psi_{2}$ is bounded in operator norm by $H_{L}$.
Writing $S$ for the $l^{\text {th }}$ order signature, we can now define the $l^{\text {th }}$ order (finite order) compensated signature $R_{l}$ by

$$
\begin{array}{r}
\tilde{S}:=\operatorname{Pr}_{T^{L}\left(\mathbb{R}^{d+1}\right) / \operatorname{span}\left(e^{(0)}\right)}(S) \\
R_{l}:=\Psi_{1}(\tilde{S})+\Psi_{2}\left(F^{S T}(S-\tilde{S})-\bar{x}_{t}\right),
\end{array}
$$

[^12]and the compensated signature $R_{\infty}$ by
\[

$$
\begin{equation*}
R_{\infty}:=\Phi_{1}(\tilde{S})+\Psi_{2}\left(X_{t}-F^{S T}(\tilde{S})\right) \tag{7.1.1}
\end{equation*}
$$

\]

We write $\mathcal{F}$ for the reduced signature space $\operatorname{span}_{\substack{\alpha \neq(0) \\|\alpha| \leq L}} e^{[\alpha]} / \operatorname{Ker}\left(F^{S R_{r}}\right)$, and $F^{R T}$ for the restriction of $F^{S T}$ to $\mathcal{F}$.

Since the quantity $R_{\infty}$ only depends on $X$ and $\log (S)$, we can define the function

$$
F^{\log (S) X, R_{\infty}}:(\log (S), X) \rightarrow R_{\infty}
$$

as the function giving the reduced signature as a function of the $\log$ signature and the solution process evaluated at time $t$. We can define $F^{S, X, R_{\infty}}:(S, X) \rightarrow R_{\infty}$ similarly.

The above definitions of $R_{\infty}$ and $R_{l}$ ensure that

$$
F^{R T}\left(R_{\infty}\right)=Y_{t}
$$

and

$$
F^{R T}\left(R_{l}\right)=\bar{Y}_{t}=\bar{x}_{t}+\sum_{|\alpha| \leq l} \sigma^{\alpha} \sigma^{\alpha}
$$

7.1.2. A continuously defined version of the $\log$ homogeneous distance. In this section, we assume that the progressive Hörmander condition holds uniformly.

We begin with a few notational simplifications.
We write, throughout this Part of the manuscript, $B=\cup_{i, k}\left\{h_{k}^{i}\right\}$ for the orthornormal basis of $\mathcal{L}^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ that we have defined in Proposition 7.0.9, and $H$ for $B \backslash\left\{e^{(1)}\right\}$.

In this section we will write $a_{1}, a_{2}, \Delta_{1}, \Delta_{2} \ldots$ for elements of $\mathcal{L}^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right)$. Then $\Delta=\left(\Delta_{1}, \ldots \Delta_{o}\right)$ is a vector in $\left(\mathcal{L}^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right)\right)^{\otimes^{o}}$.

We write $|a|=i$ if $a=h_{j}^{i}$, \| is the homogeneous degree. We will also write $|\Delta|=$ $\sum_{i=1}^{o}\left|\Delta_{o}\right|$.

Proposition 7.1.6. Let $U=\oplus_{i=1}^{I} U_{i}$, where $U_{i}=\mathbb{R}^{\nu_{i}}$ be a graded space and let us define $\nu=\sum_{i=1}^{I} \nu_{i}$.

Suppose we are given the natural orthonormal basis $B=\left\{b_{1}, b_{2} \ldots, b_{\nu}\right\}$ of $U$ such that $\left\{b_{1}, b_{2}, \ldots, b_{\nu_{1}}\right\}$ is an orthonormal basis of $U_{1}$, etc. Furthermore, for any smooth path $\gamma \in \mathcal{P}_{[0,1]}^{U}$, we define the following homogeneous energy:

$$
\left|\gamma_{L^{2}, U}\right|=\left(\sum_{i=1}^{I}\left(\int_{0}^{1}\left|\frac{\partial \gamma_{t}^{U_{i}}}{\partial t}\right|^{2}\right)^{\frac{1}{i}}\right)^{\frac{1}{2}}
$$

Write $\operatorname{Multi}(B)$ for the set of multi-indices on $B$. For a multi index $\Delta=\left(\Delta_{1}, \Delta_{2}, \ldots, \Delta_{o}\right) \in$ $\operatorname{Multi}(B)$, we define the homogeneous degree $|\Delta|=\sum_{k=1}^{o}\left|\Delta_{k}\right|$ where by definition $\left|\Delta_{k}\right|=i$ for $\Delta_{k} \in U_{i}$. Write $\operatorname{Multi}(B, l)$ for the set of multi-indices in $\operatorname{Multi}(B)$ of homogeneous degree less than $l$.

Let $A:[0,1]^{o} \otimes \operatorname{Multi}(B, l) \rightarrow \mathbb{R}^{m},(t, u) \mapsto A_{t}^{\Delta}$ be a smooth process. Suppose also that

$$
G:=\max \left(\sup _{\tilde{t} \in[0,1]^{o}} \sup _{\substack{|v|=1 \\ v \in \mathbb{R}^{m}}} \sum_{\Delta \in \operatorname{Multi}(B, l)}\left\langle A_{\tilde{t}}^{\Delta}, v\right\rangle_{\mathbb{R}^{m}}^{2}, 1\right)<\infty
$$

As usual, for any process $B \in U$ parametrised over $[0,1]^{o}$ and any $\Delta \in \operatorname{Multi}_{o}(B)$, we define the iterated integrals $\int^{\Delta} B(d \gamma)^{\Delta}$ iteratively by

$$
\begin{aligned}
\left(\int^{b} B(d \gamma)^{b}\right)_{t_{2}, \ldots, t_{o}} & =\int_{0}^{1} B_{t_{1}, \ldots, t_{o}} d \gamma_{t_{1}}^{b} \\
\int^{(\Delta, b)}(d \gamma)^{(\Delta, b)} & =\int_{0}^{1}\left(\int^{\Delta}(d \gamma)^{\Delta}\right)_{t_{o}} d \gamma_{t_{o}}^{b}
\end{aligned}
$$

$$
\int^{(\Delta, b), t}(d \gamma)^{(\Delta, b)}=\int_{0}^{t}\left(\int^{\Delta}(d \gamma)^{\Delta}\right)_{t_{o}} d \gamma_{t_{o}}^{b} .
$$

Then there exists a constant $C$, dependent only on $I, l$, but not on the $\nu_{i}$ 's or $m$, such that

$$
\left|\sum_{\substack{\Delta \in \text { Multit(B) } \\|\Delta|=l}} \int^{\Delta} A^{\Delta}(d \gamma)^{\Delta}\right|_{\mathbb{R}^{m}} \leq C G|\gamma|_{L^{2}, U}^{l}
$$

(explicitly, $C=I^{\frac{l}{2}}$ ).
Proof. For any $\Delta \in \operatorname{Multi}(B)$, we define $r(\Delta) \in \operatorname{Multi}(\{1,2, \ldots, I\})$ to be the multi-index in $\operatorname{Multi}(\{1,2, \ldots, I\})$ obtained by replacing each index $\Delta_{k}$ of $\Delta$ by $\left|\Delta_{k}\right|$. Fix $i_{1} \in\{1,2, \ldots, I\}$ and $v \in U_{i_{1}}$ and $\delta \in \operatorname{Multi}(\{1,2, \ldots, I\}, l)$.

Claim: If $E^{\Delta}$ is a process in $\mathbb{R}^{m}$ defined for each $\Delta$, parametrised over $[0,1]$, and such that $r(\Delta)=\delta$ and

$$
\sup _{\tilde{\epsilon} \in[0,1]^{|\delta|}} \sum_{r(\Delta)=\delta}\left\langle E_{\tilde{t}}^{\Delta}, v\right\rangle^{2} \leq K
$$

for some $K \geq 1$, for any $\delta$ of length less than 0 ,

$$
\left|\sum_{r(\Delta)=\delta} \int^{\Delta}\left\langle E^{\Delta}, v\right\rangle(d \gamma)^{\Delta}\right| \leq K|\gamma|_{L^{2}, U}^{|\Delta|}
$$

(here $\langle\cdot, \cdot\rangle$ denotes the Euclidean inner product).
Proof of claim: We proceed by induction over the length $o$ of $\delta=\left(\delta_{1}, \ldots, \delta_{o}\right)$ (not the order). For $o=1$ we have, by Cauchy-Schwarz,

$$
\begin{aligned}
\left|\sum_{\Delta \in B \cap U_{\delta}} \int_{0}^{1}\left\langle E_{t}^{\Delta}, v\right\rangle d \gamma_{t}^{\Delta}\right| & \leq\left(\sum_{\Delta \in B \cap U_{\delta}} \int_{0}^{1}\left\langle E_{t}^{\Delta}, v\right\rangle^{2} d t\right)^{\frac{1}{2}}\left(\int_{0}^{1} \sum_{\Delta \in B \cap U_{\delta}}\left|\frac{\partial \gamma_{t}^{\Delta}}{\partial t}\right|^{2} d t\right)^{\frac{1}{2}} \\
& =\left(\sum_{r(\Delta)=\delta} \int_{0}^{1}\left\langle E_{t}^{\Delta}, v\right\rangle^{2} d t\right)^{\frac{1}{2}}\left(\int_{0}^{1}\left|\frac{\partial \gamma_{t}^{U_{\delta}}}{\partial t}\right|^{2} d t\right)^{\frac{1}{2}} \\
& \leq\left(\sum_{r(\Delta)=\delta} \int_{0}^{1}\left\langle E_{t}^{\Delta}, v\right\rangle^{2} d t\right)^{\frac{1}{2}}|\gamma|_{L^{2}, U}^{|\Delta|} \\
& =\left(\sum_{r(\Delta)=\delta} \int_{0}^{1}\left\langle E_{t}^{\Delta}, v\right\rangle^{2} d t\right)^{\frac{1}{2}}|\gamma|_{L^{2}, U}^{|\delta|} \\
& \leq \sqrt{K}|\gamma|_{L^{2}, U}^{|\delta|} \leq K|\gamma|_{L^{2}, U}^{\mid \delta \delta} .
\end{aligned}
$$

Now for the induction step, suppose that consider the multi-indices $\Delta=\left(\Delta_{1}, \Delta_{2}, \ldots, \Delta_{o}\right)=$ $\left(\bar{\Delta}, \Delta_{o}\right)$ in $\operatorname{Multi}(B, l)$ such that $r(\Delta)=\delta$.

We have:

$$
\begin{aligned}
& \left|\sum_{r(\Delta)=\delta} \int^{\Delta}\left\langle E^{\Delta}, v\right\rangle(d \gamma)^{\Delta}\right| \\
& =\sum_{\Delta o \in B \cap U_{\delta_{o}}} \int_{0}^{1} \sum_{r(\bar{\Delta})=\bar{\delta}} \int^{\bar{\Delta}, t_{o}}\left\langle E_{\overline{\tilde{\delta}}}^{\overline{\bar{D}}, \Delta_{o}}, v\right\rangle(d \gamma)^{\bar{\Delta}} d \gamma_{t_{o}}^{\Delta_{o}} \\
& \leq \sum_{\Delta_{o} \in B \cap U_{\delta_{o}}}\left(\left(\int_{0}^{1}\left(\sum_{r(\bar{\Delta})=\bar{\delta}} \int^{\bar{\Delta}, t_{o}}\left\langle E_{\bar{t}}^{\bar{\Delta}, \Delta_{o}}, v\right\rangle(d \gamma)^{\bar{\Delta}}\right)^{2} d t_{o}\right)^{\frac{1}{2}}\left(\int_{0}^{1}\left|\frac{\partial \gamma_{t}^{U_{\delta_{o}}}}{\partial t}\right|^{2} d t\right)^{\frac{1}{2}}\right)
\end{aligned}
$$

## (by Cauchy-Schwarz)

$$
\begin{aligned}
& \leq \sum_{\Delta_{o} \in B \cap U_{\delta_{o}}}\left(\sup _{t_{o} \in[0,1]}\left|\sum_{r(\bar{\Delta})=\bar{\delta}} \int^{\bar{\Delta}, t_{o}}\left\langle E_{\tilde{t}}^{\bar{\Delta}, \Delta_{o}}, v\right\rangle(d \gamma)^{\bar{\Delta}}\right||\gamma|_{L^{2}, U}^{\left|\Delta_{o}\right|}\right) \\
& =|\gamma|_{L^{2}, U}^{\left|\delta_{o}\right|} \sum_{\Delta_{o} \in B \cap U_{\delta_{o}}}\left(\sup _{t_{o} \in[0,1]}\left|\sum_{r(\bar{\Delta})=\bar{\delta}} \int^{\bar{\Delta}, t_{o}}\left\langle E_{\tilde{t}}^{\bar{\Delta}, \Delta_{o}}, v\right\rangle(d \gamma)^{\bar{\Delta}}\right|\right)|\gamma|_{L^{2}, U}^{\left|\delta_{o}\right|} \\
& \leq\left.|\gamma|_{L^{2}, U}^{\left|\delta_{o}\right|} \sum_{\Delta_{o} \in B \cap U_{\delta_{o}}}|\gamma|\right|_{L^{2}, U} ^{|\bar{\delta}|} \max \left(\sum_{r(\bar{\Delta})=\bar{\delta}} \sup _{\tilde{t} \in[0,1]^{o}}\left\langle E_{\tilde{t}}^{\bar{\Delta}, \Delta_{o}}, v\right\rangle^{2}, 1\right)
\end{aligned}
$$

(by the induction hypothesis)

$$
\leq\left.|\gamma|\right|_{L^{2}, U} ^{\left|\delta_{o}\right|}|\gamma|_{L^{2}, U}^{|\bar{\delta}|} \max \left(\sum_{r(\Delta)=\delta} \sup _{\tilde{t} \in[0,1]^{o}}\left\langle E_{\tilde{t}}^{\Delta}, v\right\rangle^{2} d t, 1\right) \leq\left. K|\gamma|\right|_{L^{2}, U} ^{|\delta|},
$$

as expected. This proves the claim.

## Proof of the theorem:

We have immediately:

$$
\begin{aligned}
\left|\sum_{\substack{\Delta \in \mathrm{Multiti}(B) \\
|\Delta|=l}} \int^{\Delta} A^{\Delta}(d \gamma)^{\Delta}\right|_{\mathbb{R}^{m}}^{2} & =\left|\sum_{|\Delta|=l} \int^{\Delta} A^{\Delta}(d \gamma)^{\Delta}\right|^{2} \\
& \leq \sum_{|\delta|=l}\left|\sum_{r(\Delta)=\delta} \int^{\Delta} A^{\Delta}(d \gamma)^{\Delta}\right|^{2} \\
& \leq \sum_{|\delta|=l}|\gamma|_{L^{2}, U}^{2|\delta|}\left(\sup _{\substack{\tilde{t} \in\left[0,10,\left|\left|\left|\left|\left|=l \\
v \mathbb{R}^{m},|\delta|=1\right.\right.\right.\right.\right.\right.}} \sum_{r(\Delta)=\delta}^{2 l}\left\langle A_{t}^{\Delta}, v\right\rangle^{2}\right)^{2} \\
& \leq \sum_{|\delta|=l}|\gamma|_{L^{2}, U}^{2 l} G^{2}=I^{l}|\gamma|_{L^{2}, U}^{2 l} G^{2} .
\end{aligned}
$$

This is the required inequality with $C=I^{l / 2}$.
We define the following continuous global version of the log homogeneous distance:
DEFINITION. Let $\mathcal{P}_{x, y}$ be the set of smooth paths

$$
\theta:[0,1] \rightarrow \mathcal{L}^{l}\left(\mathbb{R}^{d+1}\right), t \mapsto \theta_{t}
$$

such that the solution $x_{t} \in \mathbb{R}^{n}$ of the following ODE:

$$
\begin{align*}
x_{0} & =x  \tag{7.1.2}\\
d x_{t} & =\sum_{a \in B}(* \sigma)^{a}\left(x_{t}\right) \frac{\partial \theta_{t}^{a}}{\partial t} d t \\
& =\sum_{a \in B} * \sigma^{a}\left(x_{t}\right) \frac{\partial \theta_{t}^{a}}{\partial t} d t
\end{align*}
$$

satisfies $F\left(x_{1}\right)=y$.
Since $\mathcal{L}^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ is a Euclidean space with a homogeneity structure, we can define, as in Lemma 7.1.6, the homogeneous energy of $\theta$ :

$$
|\theta|_{L^{2}, \mathcal{L}^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right)}^{2}=\sum_{i=1}^{L}\left(\int_{0}^{1}\left|\frac{\partial \theta_{t}^{U_{i}}}{\partial t}\right|^{2} d t\right)^{\frac{1}{i}}
$$

where $U_{i}=\operatorname{span}_{k} h_{k}^{i}=\operatorname{span}_{|\alpha|=i} \sigma^{[\alpha]}$.

We also write $\mathcal{P}_{x, y}^{[0]=t s}$ for the set of paths $\theta \in \mathcal{P}_{x, y}$ such that

$$
\theta_{s}^{[0]}=t s \quad \forall \quad 0 \leq s \leq 1
$$

Then the continuously defined log-homogeneous distance $d_{t, \log , \infty}$ is:

$$
d_{t, \log , \infty}(x, y)=\inf _{\theta \in \mathcal{P}_{x, y}^{[0]=t s}}\left(|\theta|_{L^{2}, \mathcal{L}^{l}\left(\mathbb{R}^{d+1}\right)}\right)
$$

where as usual $\|_{\mathcal{L}^{l}\left(\mathbb{R}^{d+1}\right)}$ denotes the homogeneous norm on the space $\mathcal{L}^{l}\left(\mathbb{R}^{d+1}\right)$.
REmARK 7.1.7. If the system $\overline{\mathcal{A}}=(x, \sigma, I d)$ also satisfies the progressive weak Hörmander condition, then

$$
d_{t, \log , \infty}(x, y)=\inf _{z \in \mathbb{R}^{m}, F(z)=y}\left(d_{t, \log , \infty}(x, z)\right)
$$

We note the following trivial properties of $d_{t}$, similar to Propositions 7.0.6 and 7.0.7:
Proposition 7.1.8. Let $\mathcal{A}=(x, \sigma, F)$ be a uniformly $(L, g, G)$-tense, uniformly $\left(L, H_{L}\right)$ weak progressive Hörmander system, for any $0=s_{0} \leq s_{1} \leq s_{2} \leq \ldots \leq s_{N}=t$ and any $x_{1}, x_{2}, \ldots, x_{N}$, we have

$$
d_{t, \log , \infty}\left(x, * x_{N}\right) \leq \sum_{i=0}^{N} d_{s_{i+1}-s_{i}, \log , \infty}\left(x_{i}, * x_{i+1}\right)
$$

Proposition 7.1.9. Let $\mathcal{A}=(x, \sigma, F)$ be a uniformly $(L, g, G)$-tense, uniformly $\left(L, H_{L}\right)$ weak progressive Hörmander system, we have, for any $x \in \mathbb{R}^{m}, y \in \mathbb{R}^{n}$ and any $t$,

$$
d_{t, \log , \infty}(x, y) \geq|* x-y| G^{-\frac{1}{2}}(1-t)
$$

And the next important consequence:
Proposition 7.1.10. Let $\mathcal{A}=(x, \sigma, F)$ be a uniformly $(L, g, G)$-tense, uniformly $\left(L, H_{L}\right)$ weak progressive Hörmander system, there exists a proper constant $C$ such that we have, for any $y \in \mathbb{R}^{n}$.

$$
d_{t}(x, y) \leq C(|* x-y|+1)
$$

Proof. The proof is the same as the proof of Proposition 7.0.15 except that the constant is proper because the constant from Proposition 7.1.1 is proper.

The following intuitive definition gives the idea of the detailed-Progressive Hörmander condition. The precise definition will come in 7.1.2.

Definition (Intuitive definition). We say that the system $\mathcal{A}=(x, \sigma, F)$ satisfies the detailedProgressive Hörmander condition, with constants $(L, H)$ is for any vector $v$ obtained as the image by $F$ of a composition of the vector fields $\sigma$ with any order of differentiation and no more than $k$ terms can be expressed as

$$
\begin{aligned}
v & =\sum_{|\alpha| \leq k} \lambda_{[\alpha]} \sigma^{[\alpha]} \quad \text { with } \\
\sum_{\substack{|\alpha| \leq k \\
\alpha \neq(0)}} \lambda_{[\alpha]}^{2} & \leq H^{-1}
\end{aligned}
$$

REmARK 7.1.11. This is slightly stronger than the Progressive Hörmander condition, but reasonable examples that satisfy the Progressive Hörmander condition will also satisfy the detailedProgressive Hörmander condition.

For the detailed-Progressive Hörmander condition, we must also include elements such as

$$
v=\left(\sigma^{1} \sigma^{2}\right)\left(\sigma^{3}\right)=\frac{\partial \sigma^{3}}{\partial \frac{\partial \sigma^{2}}{\partial \sigma^{1}}}=\sum_{i, j} \sigma_{i}^{1} \frac{\partial \sigma_{j}^{2}}{\partial x_{i}} \frac{\partial \sigma^{3}}{\partial x_{j}} \quad \text { and }
$$

$$
w=\frac{\partial^{2} \sigma^{3}}{\partial \sigma^{2} \partial \sigma^{1}}=\sum_{i, j} \sigma_{i}^{1} \sigma_{j}^{2} \frac{\partial^{2} \sigma^{3}}{\partial x_{i} \partial x_{j}}
$$

not just elements of the form

$$
\begin{aligned}
V & =\sigma^{(1,2,3)}=\sigma^{1}\left(\sigma^{2}\left(\sigma^{3}\right)\right)=\frac{\partial \frac{\partial \sigma^{3}}{\partial \sigma^{2}}}{\partial \sigma^{1}}=\sum_{i, j} \sigma_{i}^{1} \frac{\partial \sigma_{j}^{2}}{\partial x_{i}} \frac{\partial \sigma^{3}}{\partial x_{j}}+\sigma_{i}^{1} \sigma_{j}^{2} \frac{\partial^{2} \sigma^{3}}{\partial x_{i} \partial x_{j}} \\
& =\sigma_{i}^{1} \sigma_{j}^{2} \frac{\partial^{2} \sigma^{3}}{\partial x_{i} \partial x_{j}}+\frac{\partial^{2} \sigma^{3}}{\partial \sigma^{2} \partial \sigma^{1}}=v+w
\end{aligned}
$$

The natural indexing set over which to consider such derivatives is the set of rooted trees, as has been described before in slightly different contexts (cf. [48, 24, 14] etc.)

Let $\mathcal{T}\left(\mathbb{R}^{m} \otimes\{0, \ldots, d\}, k\right)$ be the set of rooted trees with less than $k$ vertices in $\mathbb{R}^{m} \otimes$ $\{0,1, \ldots, d\}$ (possibly repeated), there is a natural way of associating a mixed multiple derivative of order less than $k$ to each element $\alpha \in \mathcal{T}\left(\mathbb{R}^{m} \otimes\{0, \ldots, d\}, k\right)$. For instance, $v$ and $w$ from above correspond to the figures $A$ and $B$ below (respectively), and the following is what corresponds to the tree from figure $C$ :

$$
\frac{\partial^{2} \sigma^{1}(x)}{\partial \sigma^{3}(z) \partial \frac{\partial \sigma^{2}(y)}{\partial \sigma^{4}(u)}}=\sum_{i, j} \frac{\partial \sigma^{1}}{\partial x_{i} \partial x_{j}}(x) \sigma_{i}^{3}(z) \sum_{k} \frac{\partial \sigma_{j}^{2}}{\partial x_{k}}(y) \sigma_{k}^{4}(u)
$$

For instance, $v=\left(\sigma^{1} \sigma^{2}\right)\left(\sigma^{3}\right)=\frac{\partial \sigma^{3}}{\partial \frac{\partial \sigma^{2}}{\partial \sigma^{1}}}=\sum_{i, j} \sigma_{i}^{1} \frac{\partial \sigma_{j}^{2}}{\partial x_{i}} \frac{\partial \sigma^{3}}{\partial x_{j}}$ corresponds to the following:

$$
\xrightarrow[(x, 1)]{\longrightarrow}
$$

$w=\frac{\partial^{2} \sigma^{3}}{\partial \sigma^{2} \partial \sigma^{1}}=\sum_{i, j} \sigma_{i}^{1} \sigma_{j}^{2} \frac{\partial^{2} \sigma^{3}}{\partial x_{i} \partial x_{j}}$ corresponds to the following:


And this formula corresponds to the picture below it:

$$
\frac{\partial^{2} \sigma^{1}(x)}{\partial \sigma^{3}(z) \partial \frac{\partial \sigma^{2}(y)}{\partial \sigma^{4}(u)}}=\sum_{i, j} \frac{\partial \sigma^{1}}{\partial x_{i} \partial x_{j}}(x) \sigma_{i}^{3}(z) \sum_{k} \frac{\partial \sigma_{j}^{2}}{\partial x_{k}}(y) \sigma_{k}^{4}(u)
$$



For any multi-index $\alpha=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{\#(\alpha)}\right) \in \operatorname{Multi}\left(\mathbb{R}^{m} \otimes\{0,1, \ldots, d\}\right)$, we define $\mathcal{T}(\alpha)$ to be the set of rooted trees whose vertices are the indices in $\alpha$, and such that for any $i, j$ with $i \leq j, \alpha_{j}$ is not a leaf of $\alpha_{i}$.

It is easy to convince oneself that

$$
\sigma^{\alpha}=\sum_{\tau \in \mathcal{T}(\alpha)} \sigma^{\tau} .
$$

Since the cardinality of $\mathcal{T}(\alpha)$ is a proper constant, we see that the detailed-Progressive Hörmander condition implies the progressive Hörmander condition with the same constant up to a properly constant multiplicative factor.

It is possible to define analogously quantities such as $\sigma^{\tau}$ for $\tau \in \mathcal{T}(\Delta)$ for $\Delta \in \operatorname{Multi}\left(\mathbb{R}^{m} \otimes\right.$ $\left.\mathcal{L}^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right)\right)$.

Definition 7.1.12. The mixed tension $\mathcal{G}$, defined when $F$ is linear, of order $(L, g)$ and localisation parameter $r$ of the system $\mathcal{A}=(x, \sigma, F)$ ( $F$ is assumed to be linear as usual in this part of the thesis) is defined as

Definition. Let $\mathcal{E}_{L}$ be the free vector space over rooted trees of order less than $L$ and $\mathcal{L}$ be the set of Lyndon words of order less than $L$. We say that the system $\mathcal{A}=(x, \sigma, F)$ is $\left(H_{L}, L\right)$ detailed weak progressive Hörmander if it is ( $L, H_{L}$ )-progressive Hörmander and, in addition, there exists a function $\Psi: \mathcal{E}_{L} \rightarrow \mathcal{S}$ such that for any $\tau \in \mathcal{E}_{L}$ and any $u \in \mathcal{S}$,

$$
\begin{aligned}
* \sigma^{\tau}(x) & =\sum_{\substack{|\beta| \leq|\alpha| \\
\beta \neq(0), \beta \in \mathcal{L}_{L}}} * \sigma^{\Psi^{[\mid \beta \beta]}(\tau)}(x) \quad \text { and } \\
\sum_{\substack{|\beta| \leq|\alpha| \\
\beta \neq(0), \beta \in \mathcal{L}_{L}}}\left\langle\Psi^{[[\beta]]}, u\right\rangle^{2} & \leq H_{L}^{-1}
\end{aligned}
$$

and for any $|\beta| \leq L, \Psi\left(e^{[\beta \beta]]}\right)=e^{[[\beta]]}$. By Proposition 7.0.9, this definition is equivalent, up to a proper constant, to the definition obtained by replacing $e^{[\beta]}$ with $b \in \mathcal{L}_{L}$ by $e^{b}$ with $b \in H$.

Remark 7.1.13. Up to a strongly polynomial constant, this definition is equivalent to the following:

- The Hörmander condition holds with constant $H$, and
- for any rooted tree $\tau$ containing non zero indices and with $|\tau| \leq L$ there exist real numbers $\lambda_{\tau, \beta}$ such that

$$
\sum_{\substack{|\beta| \leq|\tau| \\ \beta \neq|0|}} \lambda_{\tau, \beta} * \sigma^{[\beta]}=* \sigma^{\tau} \quad \text { and } \sum_{\beta}\left(\lambda_{\tau, \beta}\right)^{2} \leq H^{-1}
$$

DEFINITION. We say that the vector fields $\sigma^{0}, \sigma^{1}, \ldots, \sigma^{d 3}$ on $\mathbb{R}^{m}$ are ( $L, H_{L}$ )-uniformly progressively finitely generated (UPFG) ${ }^{4}$ in the set $U \in \mathbb{R}^{m}$ if there exists a function $\Psi: \mathcal{E}_{L} \rightarrow \mathcal{S}$ such that for any $\tau \in \mathcal{E}_{L}$ and any $u \in \mathcal{S}$,

$$
\begin{aligned}
& \sigma^{\tau}(x)=\sum_{\substack{|\beta| \leq|\alpha| \\
\beta \neq(0), \beta \in \mathcal{L}_{L}}} \sigma^{\Psi^{[\beta]}(\tau)}(x) \quad \text { and } \\
& \sum_{\substack{|\beta| \leq|\alpha| \\
\beta \neq(0), \beta \in \mathcal{L}_{L}}}\left\langle\Psi^{[\beta]}, u\right\rangle^{2} \leq H_{L}^{-1}
\end{aligned}
$$

and for any $|\beta| \leq L, \Psi\left(e^{[\beta]}\right)=e^{[\beta]}$.

[^13]THEOREM 7.1.1. Let $\mathcal{A}=(x, \sigma, F)$ (with $F$ linear), be a $(r, 2 L, g, \mathcal{G})$-mixed tense, $\left(H_{L}, L\right)$ detailed weak progressive Hörmander system. Suppose that $g \geq L+1$. There exists a proper constant $C$ (i.e. depending only on $\mathcal{G}, H, g, L, n$ and not on $m, d$, polynomial in $\mathcal{G}, H$ ) such that for all $x \in \mathbb{R}^{m}, y \in \mathbb{R}^{n}$ and $t \leq 1$ such that

$$
d_{t, \log , \infty}(x, y), d_{t, \log }(x, y) \leq 1 / 2
$$

we have:

$$
\begin{equation*}
\max \left(d_{t, \log }(x, y), \sqrt{t}\right) \leq C d_{t, \log , \infty}(x, y) \tag{7.1.3}
\end{equation*}
$$

Furthermore, if the $\sigma$ 's are $\left(L, H_{L}\right)$-uniformly detailed-Progressively finitely generated on a ball of radius $r$ around $x$, then there are proper constants $C_{2}, C_{3}$ (i.e. depending only on $\mathcal{G}$, $H, g, L, n, r$, and not on $m, d$, polynomial in $\mathcal{G}, H)$ such that for all $y \in \mathbb{R}^{m}$ such that

$$
d_{t, \log , \infty}(x, y), d_{t, \log }(x, y) \leq C_{3}
$$

we have

$$
\begin{equation*}
d_{\mathcal{A}, t, \log , \infty}(x, y) \leq C_{2} \max \left(d_{\overline{\mathcal{A}}, t, \log }(x, y), \sqrt{t}\right) . \tag{7.1.4}
\end{equation*}
$$

In particular, for all $x \in \mathbb{R}^{m}, y \in \mathbb{R}^{n}$, (with $d_{\mathcal{A}, t, \log , \infty}(x, y), d_{\mathcal{A}, t, \log }(x, y) \leq C_{3}$ ),

$$
d_{t, \log , \infty}(x, y) \leq C_{2} \max \left(d_{t, \log }(x, y), \sqrt{t}\right)
$$

Proof. Proof of inequality (7.1.4):
Note first that we have the following expansion where $\Delta$ is a multi-index with indices in $B$ :

$$
\begin{aligned}
y= & * x+\sum_{\substack{|\Delta| \leq L \\
\Delta=\left(\Delta_{1}, \Delta_{2}, \ldots, \Delta_{o}\right)}} * \sigma^{\Delta} \int_{0}^{1} \int_{0}^{t_{o-1}} \ldots \int_{0}^{t_{2}} \int_{0}^{t_{1}} d \theta_{t_{1}}^{\Delta_{1}} d \theta_{t_{2}}^{\Delta_{2}} \ldots d \theta_{t_{o}}^{\Delta_{o}} \\
& +\sum_{\Delta \in \epsilon} \int_{0}^{1} \int_{0}^{t_{o-1}} \ldots \int_{0}^{t_{2}} \int_{0}^{t_{1}} * \sigma^{\Delta}\left(x_{t_{o}}\right) d \theta_{t_{1}}^{\Delta_{1}} d \theta_{t_{2}}^{\Delta_{2}} \ldots d \theta_{t_{o}}^{\Delta_{o}}
\end{aligned}
$$

for some set $\epsilon$ such that $\Delta \in \epsilon \Longrightarrow L+1 \leq|\Delta| \leq 2 L$.
Using the progressive Hörmander condition, some simplifying notation, and projecting on the space $U_{i}=\operatorname{span} \underset{\substack{\alpha \notin \operatorname{Multi}(\{0\})}}{|\alpha|=i} e^{[\alpha]}$, we see that if we define the following $\mu \in \mathcal{S}$ :

$$
\begin{aligned}
\mu^{U_{i}} & =\theta_{1}^{U_{i}}+\sum_{\substack{|\Delta| \leq L \\
\Delta=\left(\Delta_{1}, \Delta_{2}, \ldots, \Delta_{o}\right), o \geq 2}} \Psi_{x_{0}}^{U_{i}}(\Delta) \int^{\Delta}(d \theta)^{\Delta} \\
& +\Psi_{x_{0}, L}^{U_{i}}\left(\sum_{\Delta \in \epsilon} \int^{\Delta} * \sigma^{\Delta}(x .)(d \theta)^{\Delta}\right)
\end{aligned}
$$

we will certainly have that:

$$
y=* x+\sum_{\substack{\beta \in \mathcal{L}_{L} \\|\beta| \leq L}} \mu^{[\beta]} * \sigma_{x}^{[\beta]}+\sum_{\substack{\alpha \in \operatorname{Multi}(\{0\}) \\ \#(\alpha) \leq\left\lfloor\frac{L}{2}\right\rfloor}} \sigma_{x}^{\alpha} \frac{t^{\#(\alpha)}}{(\#(\alpha))!} .
$$

Now, Proposition 7.1.6 applied to $\sum_{\Delta \in \epsilon} \int^{\Delta} * \sigma^{\Delta}(x.)(d \theta)^{\Delta}$ ensures that

$$
\left|\sum_{\Delta \in \epsilon} \int^{\Delta} * \sigma^{\Delta}(x .)(d \theta)^{\Delta}\right| \leq C \mathcal{F}(L) \mathcal{G}|\theta|_{L^{2}, \mathcal{S}}^{L+1}
$$

for some proper constant $C$, and a combinatorial function $\mathcal{F}(L)$. Then note that Lemma 3.5.1 and the assumption on the tension guarantee that there exists a function $\Psi_{x_{0}, L}: \mathbb{R}^{n} \rightarrow \mathcal{S}$ such that for any unit $u \in \mathcal{S}$ and $v \in \mathbb{R}^{n},\langle\Psi(v), u\rangle^{2} \leq H_{L}^{-1} \mathcal{G}$. Therefore the above implies further that

$$
\begin{equation*}
\left|\Psi_{x_{0}, L}^{U_{i}}\left(\sum_{\Delta \in \epsilon} \int^{\Delta} * \sigma^{\Delta}(x .)(d \theta)^{\Delta}\right)\right| \leq\left(C \mathcal{G}^{2} \mathcal{F}(L) H_{L}^{-1}\right)^{1 / 2}|\theta|_{L^{2}, \mathcal{S}}^{L+1} \tag{7.1.5}
\end{equation*}
$$

Proposition 7.1.6, applied to

$$
\sum_{\substack{|\Delta| \leq L \\ \Delta=\left(\Delta_{1}, \Delta_{2}, \ldots, \Delta_{o}\right), o \geq 2}} \Psi_{x_{0}}^{U_{i}}(\Delta) \int^{\Delta}(d \theta)^{\Delta}
$$

together with the progressive Hörmander condition, ensures that

$$
\begin{equation*}
\left.\sum_{\substack{|\Delta| \leq L \\ \Delta=\left(\Delta_{1}, \Delta_{2}, \ldots, \Delta_{o}\right), o \geq 2}} \Psi_{x_{0}}^{U_{i}}(\Delta) \int^{\Delta}(d \theta)^{\Delta}\right|^{2} \leq C|\theta|_{L^{2}, \mathcal{S}}^{i} \tag{7.1.6}
\end{equation*}
$$

for some proper constant $C$. Here we have identified $\Delta$ with the element of $\mathcal{E}_{2 L}$ obtained by decomposing $\Delta$ into rooted trees. As usual, by the symmetry of the scalar product in the tensor space with respect to relabelling of the indices (cf. Proposition 7.0.9), the decomposition of $\Delta$ contains a proper number of terms in $\mathcal{E}_{2 L}$ each multiplied by proper constants, and conversely each term appears only in the decomposition of a proper number of compound multi-indices $\Delta$.

Combining Eqs. (7.1.5) and (7.1.6) yields that

$$
\begin{aligned}
|\mu|_{\mathcal{S}} & =\left(\sum_{i=1}^{L}\left|\mu^{U_{i}}\right|^{\frac{2}{i}}\right)^{\frac{1}{2}} \\
& \left.\leq\left(\sum_{i=1}^{L}() C|\theta|_{L^{2}, \mathcal{L}^{L}\left(\mathbb{R}^{d}, \mathbb{R}\right)}^{i}\right)^{\frac{2}{i}}\right)^{\frac{1}{2}} \\
& \leq \sqrt{L} C|\theta|_{L^{2}, \mathcal{L}^{L}\left(\mathbb{R}^{d}, \mathbb{R}\right)}
\end{aligned}
$$

for some proper constant $C$.
Proof of inequality (7.1.3):
We will write, as above, $H$ for our basis of $\mathcal{L}^{L}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ defined in Proposition 7.0.9. We can define a function $\bar{\Psi}_{x_{0}, L}: \mathbb{R}^{n} \rightarrow \mathcal{S}$ such that for any $v \in \mathbb{R}^{n}, F^{S T}\left(t, \bar{\Psi}_{x_{0}, L}(v)\right)=v$ and $\left|\bar{\Psi}_{x_{0}, L}(v)\right|_{\mathcal{S}}^{2}=\inf \left(|u|_{\mathcal{S}}^{2}: F^{S T}(t, u)=v\right)$.

Then we set

$$
\begin{aligned}
& \mu_{1}=\bar{\Psi}_{x_{0}, L}\left(y-F\left(\bar{x}^{t}\right)\right)+\sum_{i=1}^{\left\lfloor\frac{L}{2}\right\rfloor} e^{\otimes^{i}(0)} \frac{t^{i}}{i!}, \\
& \mu_{s}=\delta_{s}\left(\mu_{1}\right) \quad \forall s \leq 1, \\
& x_{s}=F_{\overline{\mathcal{A}}}^{S T}\left(\mu_{s}\right) \quad \forall s \leq 1,
\end{aligned}
$$

where $\delta_{t}$ is the homogeneous dilation on $\mathcal{L}^{L}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ and $\overline{\mathcal{A}}=(x, \sigma, I d)$.
Set $C_{3}$ small enough that $\left|x-x_{s}\right| \leq \frac{r}{2}$ for any $s \in[0,1]$. This can clearly be done whilst keeping $C_{3}$ a proper constant.

Note that, since $\mu_{s}^{U_{i}}=s^{\frac{2}{2}} \mu_{1}^{U_{i}}$, writing $U=\overline{\mathcal{S}}=\mathcal{L}^{L}\left(\mathbb{R}^{d}, \mathbb{R}\right) \otimes\left(\operatorname{span}_{i \leq\left\lfloor\frac{L}{2}\right\rfloor} e^{\otimes^{i}(0)}\right)$, we have

$$
\begin{aligned}
|\mu|_{L^{2}, \overline{\mathcal{S}}}^{2} & =\sum_{i=1}^{L}\left(\int_{0}^{1}\left|\frac{\partial \mu_{s}^{U_{i}}}{\partial s}\right|^{2} d s\right)^{\frac{1}{i}} \\
& =\sum_{i=1}^{L}\left(\left|\mu_{1}^{U_{i}}\right|^{2} \int_{0}^{1} \frac{i}{2} s^{\frac{i-2}{2}} d t\right)^{\frac{1}{i}} \\
& =\sum_{i=1}^{L}\left(\left|\mu_{1}^{U_{i}}\right|^{2}\right)^{\frac{1}{i}}=\left|\mu_{1}\right|_{U}^{2} .
\end{aligned}
$$

Now, for any $0 \leq s \leq 1$, we have the following Taylor expansion for $\sigma_{0}$ :

$$
\begin{aligned}
& \sigma_{0}^{a_{1}}=\sigma_{s}^{a_{1}}+\sum_{a_{2}} \int_{s}^{0} \sigma^{\left(\left(a_{2}, 0\right),\left(a_{1}, v\right)\right)} d \mu_{v}^{a_{2}} \\
& =\sigma_{s}^{a_{1}}+\sum_{a_{2}} \sigma^{\left(\left(a_{2}, s\right),\left(a_{1}, s\right)\right)} \int_{s}^{0} d \mu_{v}^{a_{2}}+\sum_{a_{3}, a_{2}} \int_{s}^{0} \int_{s}^{v} \frac{\partial^{2} \sigma^{\left(a_{1}, u\right)}}{\partial \sigma^{\left(a_{2}, s\right)} \partial \sigma^{\left(a_{3}, 0\right)}} d \mu_{u}^{a_{3}} d \mu_{v}^{a_{2}} \\
& +\sum_{a_{3}, a_{2}} \int_{1}^{0} \int_{1}^{s} \frac{\partial \sigma^{\left(a_{1}, v\right)}}{\partial \frac{\partial \sigma^{\left(a_{2}, u\right)}}{\partial \sigma^{\left(a_{3}, 0\right)}}} d \mu_{u}^{a_{3}} d \mu_{v}^{a_{2}} \\
& =\ldots \\
& =\sum_{\substack{\Delta=\left(\left(\Delta_{1}, s\right), \ldots,\left(\Delta_{o, s)}\right) \in \operatorname{Multi}(H \otimes\{s\}) \\
\Delta_{o}=a_{1} ;|\Delta| \leq L\right.}} \sigma^{\Delta} \int_{t_{1}, \ldots, t_{o-1} \in[0, s] \#(\bar{\Delta})}^{\bar{\Delta}} \xi_{t_{1}, \ldots, t_{o-1}} d \mu_{t_{1}, \ldots, t_{o-1}}^{\bar{\Delta}} \\
& +\int_{[s, 0] \#(\bar{\Delta})}^{\bar{\Delta}} \sum_{\substack{\Delta=\left(\left(\Delta_{1}, t_{1}\right), \ldots,\left(\Delta_{o}, t_{o}\right)\right) \in \operatorname{Multi}(H \otimes[0, s]) \\
\Delta_{o}=a_{1} ; t_{1}=0 ; \Delta \in \in \otimes[0, s] \#(\Delta)}} \sum_{\tau \in \mathcal{T}(\Delta)} \sigma^{\tau} \phi_{t_{1}, \ldots, t_{o-1}} d \mu_{t_{1}, \ldots, t_{o-1}}^{\bar{\Delta}}
\end{aligned}
$$

for some $\phi_{t_{2}, \ldots, t_{o}}, \xi_{t_{2}, \ldots, t_{o}}$ taking values in $\{-1,0,1\}$. Here $\bar{\Delta}$ means the multi-index obtained by deleting the last index of $\Delta$.

This motivates the following choice of $\theta$ :

$$
\begin{aligned}
& \theta_{s}^{a_{1}}=\sum_{\substack{\Delta \in \operatorname{Multi}(H) \\
|\Delta| \leq L}} \Psi_{x_{s}}^{a_{1}}(\Delta) \int_{t_{1}, \ldots, t_{o} \in[0, s] \#(\Delta)}^{\Delta} \tilde{\xi}_{t_{1}, \ldots, t_{o}} d \mu_{t_{1}, \ldots, t_{o}}^{\Delta} \\
& +\Psi_{x_{s}, L}^{a_{1}}\left(\int_{[0, s] \#(\Delta)}^{\Delta} \sum_{\substack{\Delta=\left(\left(\Delta_{1}, t_{1}\right), \ldots,\left(\Delta \Delta_{o}, t_{o}\right)\right) \in \operatorname{Multi}(B \otimes[0, t]) \\
t_{1}=0 ; \Delta \in \epsilon \otimes[0, s] \#(\Delta)}} \sum_{\tau \in \mathcal{T}(\Delta)} \sigma_{t_{1}, \ldots, t_{o}}^{\tau} \tilde{\phi}_{t_{1}, \ldots, t_{o}} d \mu_{t_{1}, \ldots, t_{o}}^{\Delta}\right) \\
& =\mu_{s}^{a_{1}}+\sum_{\substack{\Delta \in \operatorname{Multi}(H) \\
|\Delta| \leq L ; \#(\Delta) \geq 2}} \Psi_{x_{s}}^{a_{1}}(\Delta) \int_{t_{1}, \ldots, t_{o} \in[0, t] \#(\Delta)}^{\Delta} \tilde{\xi}_{t_{1}, \ldots, t_{o}} d \mu_{t_{1}, \ldots, t_{o}}^{\Delta} \\
& +\Psi_{x_{s}, L}^{a_{1}}\left(\int_{[0, s] \#(\Delta)}^{\Delta} \sum_{\substack{\Delta=\left(\left(\Delta_{1}, t_{1}\right), \ldots,\left(\Delta_{o}, t_{o}\right)\right) \in \operatorname{Multi}(B \otimes[0, s]) \\
t_{1}=0 ; \Delta \in \in \otimes[0, s]}} \sum_{\tau \in \mathcal{T}(\Delta)} \sigma^{\tau} \tilde{\phi}_{t_{1}, \ldots, t_{o}} d \mu_{t_{1}, \ldots, t_{o}}^{\Delta}\right)
\end{aligned}
$$

and $\theta_{s}^{(0)}=\mu_{s}^{(0)}=s t$. For some $\tilde{\xi}, \tilde{\phi}$ taking values only in $\{-1,0,1\}$
Rewriting this over the whole space $U_{i}$, we get:

$$
\begin{aligned}
\theta_{s}^{U_{i}} & =\mu_{s}^{U_{i}}+\sum_{\substack{\Delta \in \operatorname{Multi}(B) \\
|\Delta| \leq L ; \#(\Delta) \geq 2}} \Psi_{x_{s}}^{U_{i}}(\Delta) \int_{t_{1}, \ldots, t_{o} \in[0, s] \#(\Delta)}^{\Delta} \tilde{\xi}_{t_{1}, \ldots, t_{o}} d \mu_{t_{1}, \ldots, t_{o}}^{\Delta} \\
& +\Psi_{x_{s}}^{U_{i}}\left(\int_{[0, s] \#(\Delta)}^{\Delta} \sum_{\substack{\Delta=\left(\left(\Delta_{1}, t_{1}\right), \ldots,\left(\Delta o, t_{o}\right)\right) \in \operatorname{Multi}(H \otimes[0, s]) \\
t_{1}=0 ; \Delta \in \in \otimes[0, s] \#(\Delta)}} \sum_{\tau \in \mathcal{T}(\Delta)} \sigma^{\tau} \tilde{\phi}_{t_{1}, \ldots, t_{o}} d \mu_{t_{1}, \ldots, t_{o}}^{\Delta}\right)
\end{aligned}
$$

This still ensures that $\theta$ satisfies the ODE (7.1.2):

$$
\begin{aligned}
x_{0} & =x \\
d x_{t} & =\sum_{a \in B} \sigma^{a}\left(x_{t}\right) \frac{\partial \theta_{t}^{a}}{\partial t} d t
\end{aligned}
$$

Define a linear operation $\delta$ on the free vector space over rooted trees with indices in

$$
\mathcal{T}(\{0,1, \ldots, d\})
$$

by requiring that for $\tau$ a rooted tree with vertices in $\mathcal{T}(\{0,1 \ldots, d\})$,

$$
\delta(\tau)=\sum_{\tilde{\tau} \in G(\tau)} e^{\tilde{\tau}}
$$

where $G(\tau)$ is the set of rooted trees with vertices in $\{0,1, \ldots, d\}$ obtained by gluing the root of each vertex $\tau_{i}$ of $\tau$ to one of the vertices of $\tau_{j}$ where $\tau_{i}$ is a leaf of $\tau_{j}$. Then we have

$$
\sigma^{\Delta}=\sum_{\tau \in \mathcal{T}(\Delta)} \sigma^{\delta(\tau)}
$$

We can extend the above operation to rooted trees with vertices in $B \otimes[0,1]$ similarly.
Each vertex $\Delta_{i} \in B_{2 L} \otimes[0,1]$ can be written as a sum of rooted trees $\sum_{\iota(\tau)=O(\Delta)} \lambda_{\tau, \Delta} e^{\tau}$, where $\iota(\tau)$ denotes the multi-set composed of the vertices of $\tau, O\left(\Delta_{i}\right)$ is a fixed multi-set depending only on $\Delta_{i}$, and $\left|\lambda_{\tau, \Delta}\right| \leq(2 L)!2^{2 L}$.

It follows that for any unit $v \in \mathbb{R}^{n}$, writing $\mathcal{T}^{2}(\Delta)$ for the set of rooted trees belonging to $G(\tau)$ for some $\tau$ being a rooted tree with root in $\mathcal{T}\left(\Delta_{\#(\Delta)}\right)$ and other vertices in $\mathcal{T}\left(\Delta_{i}\right)$ for $i=1,2, \ldots, \#(\Delta)-1$,

$$
\begin{aligned}
\Delta= & \sum_{\substack{\left.\Delta\left(\Delta_{1}, t_{1}\right), \ldots,\left(\Delta_{o}, t_{o}\right)\right) \in \operatorname{Multi}(H \otimes[0, s]) \\
t_{1}=0 ; \Delta \in \epsilon \otimes[0, s] \\
\#(\Delta)}} \sum_{\tau \in \mathcal{T}(\Delta)}\left\langle\sigma^{\tau}, v\right\rangle^{2} \\
& =\sum_{\substack{\tau \in \operatorname{Multi}(\{0,1, \ldots, d\} \otimes[0,1]) \\
|\tau| \leq 2 L}}\left\langle\sigma^{\tau} \bar{\lambda}_{\tau}, v\right\rangle^{2} \\
& \leq \sup _{\tau}\left(\left|\bar{\lambda}_{\tau}\right|^{2}\right) \mathcal{G}
\end{aligned}
$$

for some $\bar{\lambda}_{\tau}$ less than some combinatorial function of $L$ in absolute value. In other words, the expression above is a proper constant.

Next, applying Theorem 7.1.6 to

$$
\int_{[0, s]^{\#(\Delta)}}^{\Delta} \sum_{\substack{\Delta=\left(\left(\Delta_{1}, t_{1}\right), \ldots,\left(\Delta_{o}, t_{o}\right)\right) \in \operatorname{Multi}(H \otimes[0, s]) \\ t_{1}=0 ; \Delta \in \epsilon \otimes[0, s]^{\#(\Delta)}}} \sum_{\tau \in \mathcal{T}(\Delta)} \sigma^{\tau} \tilde{\phi}_{t_{1}, \ldots, t_{o}} d \mu_{t_{1}, \ldots, t_{o}}^{\Delta}
$$

ensures that

$$
\begin{aligned}
& \left|\int_{[0, s] \#(\Delta)}^{\Delta} \sum_{\substack{\Delta=\left(\left(\Delta_{1}, t_{1}\right), \ldots,\left(\Delta_{o}, t_{o}\right)\right) \in \operatorname{Multi}(H \otimes[0, s]) \\
t_{1}=0 ; \Delta \in \epsilon \otimes[0, s]^{\#(\Delta)}}} \sum_{\tau \in \mathcal{T}(\Delta)} \sigma^{\tau} \tilde{\phi}_{t_{1}, \ldots, t_{o}} d \mu_{t_{1}, \ldots, t_{o}}^{\Delta}\right|^{2} \\
& \leq K|\theta|_{L^{2}, \mathcal{L}^{L}\left(\mathbb{R}^{d}, \mathbb{R}\right)}^{2(L+1)}
\end{aligned}
$$

for some proper constant $K$. By the weak Hörmander condition, it then follows that

$$
\begin{aligned}
& \left|\Psi_{x_{s}}^{U_{i}}\left(\int_{[0, s]^{\#(\Delta)}}^{\Delta} \sum_{\substack{\Delta=\left(\left(\Delta_{1}, t_{1}\right), \ldots,\left(\Delta_{o}, t_{o}\right)\right) \in \operatorname{Multi}(H \otimes[0, s]) \\
t_{1}=0 ; \Delta \in \epsilon \otimes[0, s] \#(\Delta)}} \sum_{\tau \in \mathcal{T}(\Delta)} \sigma^{\tau} \tilde{\phi}_{t_{1}, \ldots, t_{o}} d \mu_{t_{1}, \ldots, t_{o}}^{\Delta}\right)\right|^{2} \\
& \leq K|\theta|_{L^{2}, \mathcal{L}^{L}\left(\mathbb{R}^{d}, \mathbb{R}\right)}^{2(L+1)}
\end{aligned}
$$

for some proper constant $K$.
As in the proof of the other side of the inequality, we also have, using the progressive Hörmander condition, the symmetry of the inner product on the tensor space with respect to relabelling,
and Theorem 7.1.6,

$$
\left|\sum_{\substack{\Delta \in \operatorname{Multi}(B) \\|\Delta| \leq L ; \#(\Delta) \geq 2}} \Psi_{x_{s}}^{U_{i}}(\Delta) \int_{t_{1}, \ldots, t_{o} \in[0, s] \#(\Delta)}^{\Delta} \tilde{\xi}_{t_{1}, \ldots, t_{o}} d \mu_{t_{1}, \ldots, t_{o}}^{\Delta}\right|^{2} \leq K|\theta|_{L^{2}, \mathcal{L}^{L}\left(\mathbb{R}^{d}, \mathbb{R}\right)}^{2 i}
$$

for some proper constant $K$.
Similarly to the proof of the inequality (7.1.4):
Note first that we have the following expansion where $\Delta$ is a multi-index with indices in $B$ :

$$
\begin{aligned}
y= & * x+\sum_{\substack{|\Delta| \leq L \\
\Delta=\left(\Delta_{1}, \Delta_{2}, \ldots, \Delta_{o}\right)}} * \sigma^{\Delta} \int_{0}^{1} \int_{0}^{t_{o-1}} \ldots \int_{0}^{t_{2}} \int_{0}^{t_{1}} d \theta_{t_{1}}^{\Delta_{1}} d \theta_{t_{2}}^{\Delta_{2}} \ldots d \theta_{t_{o}}^{\Delta_{o}} \\
& +\sum_{\Delta \in \epsilon} \int_{0}^{1} \int_{0}^{t_{o-1}} \ldots \int_{0}^{t_{2}} \int_{0}^{t_{1}} * \sigma^{\Delta}\left(x_{t_{o}}\right) d \theta_{t_{1}}^{\Delta_{1}} d \theta_{t_{2}}^{\Delta_{2}} \ldots d \theta_{t_{o}}^{\Delta_{o}}
\end{aligned}
$$

for some set $\epsilon$ such that $\Delta \in \epsilon \Longrightarrow L+1 \leq|\Delta| \leq 2 L$.
Using the progressive Hörmander condition, some simplifying notation, and projecting on the space $U_{i}=\operatorname{span} \underset{\substack{|\alpha|=i \\ \alpha \not \operatorname{Multi}(\{0\})}}{ } e^{[\alpha]}$, we see that if we define the following $\mu \in \mathcal{S}$ :

$$
\begin{aligned}
\mu^{U_{i}} & =\theta_{1}^{U_{i}}+\sum_{\substack{|\Delta| \leq L \\
\Delta=\left(\Delta_{1}, \Delta_{2}, \ldots, \Delta_{o}\right), o \geq 2}} \Psi_{x_{0}}^{U_{i}}(\Delta) \int^{\Delta}(d \theta)^{\Delta} \\
& +\Psi_{x_{0}, L}^{U_{i}}\left(\sum_{\Delta \in \epsilon} \int^{\Delta} * \sigma^{\Delta}(x .)(d \theta)^{\Delta}\right)
\end{aligned}
$$

we will certainly have that:

$$
y=* x+\sum_{\substack{\beta \in \mathcal{L}_{L} \\|\beta| \leq L}} \mu^{[\beta]} * \sigma_{x}^{[\beta]}+\sum_{\substack{\alpha \in \operatorname{Multi}(\{0\}) \\ \#(\alpha) \leq\left\lfloor\frac{L}{2}\right\rfloor}} \sigma_{x}^{\alpha} \frac{t^{\#(\alpha)}}{(\#(\alpha))!} .
$$

Now, Proposition 7.1.6 applied to $\sum_{\Delta \in \epsilon} \int^{\Delta} * \sigma^{\Delta}(x.)(d \theta)^{\Delta}$ ensures that

$$
\left|\sum_{\Delta \in \epsilon} \int^{\Delta} * \sigma^{\Delta}(x .)(d \theta)^{\Delta}\right| \leq C \mathcal{F}(L) \mathcal{G}|\theta|_{L^{2}, \mathcal{S}}^{L+1}
$$

for some proper constant $C$, and a combinatorial function $\mathcal{F}(L)$. Then note that Lemma 3.5.1 and the assumption on the tension guarantee that there exists a function $\Psi_{x_{0}, L}: \mathbb{R}^{n} \rightarrow \mathcal{S}$ such that for any unit $u \in \mathcal{S}$ and $v \in \mathbb{R}^{n},\langle\Psi(v), u\rangle^{2} \leq H_{L}^{-1} \mathcal{G}$. Therefore the above implies further that

$$
\begin{equation*}
\left|\Psi_{x_{0}, L}^{U_{i}}\left(\sum_{\Delta \in \epsilon} \int^{\Delta} * \sigma^{\Delta}(x .)(d \theta)^{\Delta}\right)\right| \leq\left(C \mathcal{G}^{2} \mathcal{F}(L) H_{L}^{-1}\right)^{1 / 2}|\theta|_{L^{2}, \mathcal{S}}^{L+1} \tag{7.1.7}
\end{equation*}
$$

Proposition 7.1.6, applied to

$$
\sum_{\substack{|\Delta| \leq L \\ \Delta=\left(\Delta_{1}, \Delta_{2}, \ldots, \Delta_{o}\right), o \geq 2}} \Psi_{x_{0}}^{U_{i}}(\Delta) \int^{\Delta}(d \theta)^{\Delta},
$$

together with the progressive Hörmander condition, ensures that

$$
\begin{equation*}
\left|\sum_{\substack{|\Delta| \leq L \\ \Delta=\left(\Delta_{1}, \Delta_{2}, \ldots, \Delta_{o}\right), o \geq 2}} \Psi_{x_{0}}^{U_{i}}(\Delta) \int^{\Delta}(d \theta)^{\Delta}\right|^{2} \leq C|\theta|_{L^{2}, \mathcal{S}}^{i}, \tag{7.1.8}
\end{equation*}
$$

for some proper constant $C$. Here we have identified $\Delta$ with the element of $\mathcal{E}_{2 L}$ obtained by decomposing $\Delta$ into rooted trees. As usual, by the symmetry of the scalar product in the tensor
space with respect to relabelling of the indices (cf. Proposition 7.0.9), the decomposition of $\Delta$ contains a proper number of terms in $\mathcal{E}_{2 L}$ each multiplied by proper constants, and conversely each term appears only in the decomposition of a proper number of compound multi-indices $\Delta$.

Combining Eqs. (7.1.7) and (7.1.8) yields that

$$
\begin{aligned}
|\mu|_{\mathcal{S}} & =\left(\sum_{i=1}^{L}\left|\mu^{U_{i}}\right|^{\frac{2}{2}}\right)^{\frac{1}{2}} \\
& \left.\leq\left(\sum_{i=1}^{L} C|\theta|_{L^{2}, \mathcal{L}^{L}\left(\mathbb{R}^{d}, \mathbb{R}\right)}^{i}\right)^{\frac{2}{2}}\right)^{\frac{1}{2}} \\
& \leq \sqrt{L} C|\theta|_{L^{2}, \mathcal{L}^{L}\left(\mathbb{R}^{d}, \mathbb{R}\right)}
\end{aligned}
$$

for some proper constant $C$.
Proof of inequality (7.1.3):
We will write, as above, $H$ for our basis of $\mathcal{L}^{L}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ defined in Proposition 7.0.9. We can define a function $\bar{\Psi}_{x_{0}, L}: \mathbb{R}^{n} \rightarrow \mathcal{S}$ such that for any $v \in \mathbb{R}^{n}, F^{S T}\left(t, \bar{\Psi}_{x_{0}, L}(v)\right)=v$ and $\left|\bar{\Psi}_{x_{0}, L}(v)\right|_{\mathcal{S}}^{2}=\inf \left(|u|_{\mathcal{S}}^{2}: F^{S T}(t, u)=v\right)$.

Then we set

$$
\begin{aligned}
& \mu_{1}=\bar{\Psi}_{x_{0}, L}\left(y-F\left(\bar{x}^{t}\right)\right)+\sum_{i=1}^{\left\lfloor\frac{L}{2}\right\rfloor} e^{\otimes^{i}(0)} \frac{t^{i}}{i!} \\
& \mu_{s}=\delta_{s}\left(\mu_{1}\right) \quad \forall s \leq 1 \\
& x_{s}=F_{\overline{\mathcal{A}}}^{S T}\left(\mu_{s}\right) \quad \forall s \leq 1
\end{aligned}
$$

where $\delta_{t}$ is the homogeneous dilation on $\mathcal{L}^{L}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ and $\overline{\mathcal{A}}=(x, \sigma, I d)$.
Set $C_{3}$ small enough that $\left|x-x_{s}\right| \leq \frac{r}{2}$ for any $s \in[0,1]$. This can clearly be done whilst keeping $C_{3}$ a proper constant.

Note that, since $\mu_{s}^{U_{i}}=s^{\frac{i}{2}} \mu_{1}^{U_{i}}$, writing $U=\overline{\mathcal{S}}=\mathcal{L}^{L}\left(\mathbb{R}^{d}, \mathbb{R}\right) \otimes\left(\operatorname{span}_{i \leq\left\lfloor\frac{L}{2}\right\rfloor} e^{\otimes^{i}(0)}\right)$, we have

$$
\begin{aligned}
|\mu|_{L^{2}, \overline{\mathcal{S}}}^{2} & =\sum_{i=1}^{L}\left(\int_{0}^{1}\left|\frac{\partial \mu_{s}^{U_{i}}}{\partial s}\right|^{2} d s\right)^{\frac{1}{i}} \\
& =\sum_{i=1}^{L}\left(\left|\mu_{1}^{U_{i}}\right|^{2} \int_{0}^{1} \frac{i}{2} s^{\frac{i-2}{2}} d t\right)^{\frac{1}{i}} \\
& =\sum_{i=1}^{L}\left(\left|\mu_{1}^{U_{i}}\right|^{2}\right)^{\frac{1}{i}}=\left|\mu_{1}\right|_{U}^{2} .
\end{aligned}
$$

Now, for any $0 \leq s \leq 1$, we have the following Taylor expansion for $\sigma_{0}$ :

$$
\begin{aligned}
\sigma_{0}^{a_{1}} & =\sigma_{s}^{a_{1}}+\sum_{a_{2}} \int_{s}^{0} \sigma^{\left(\left(a_{2}, 0\right),\left(a_{1}, v\right)\right)} d \mu_{v}^{a_{2}} \\
& =\sigma_{s}^{a_{1}}+\sum_{a_{2}} \sigma^{\left(\left(a_{2}, s\right),\left(a_{1}, s\right)\right)} \int_{s}^{0} d \mu_{v}^{a_{2}}+\sum_{a_{3}, a_{2}} \int_{s}^{0} \int_{s}^{v} \frac{\partial^{2} \sigma^{\left(a_{1}, u\right)}}{\partial \sigma^{\left(a_{2}, s\right)} \partial \sigma^{\left(a_{3}, 0\right)}} d \mu_{u}^{a_{3}} d \mu_{v}^{a_{2}} \\
& +\sum_{a_{3}, a_{2}} \int_{1}^{0} \int_{1}^{s} \frac{\partial \sigma^{\left(a_{1}, v\right)}}{\partial \frac{\partial \sigma^{\left(a_{2}, u\right)}}{\partial \sigma^{\left(a_{3}, 0\right)}}} d \mu_{u}^{a_{3}} d \mu_{v}^{a_{2}} \\
& =\ldots \\
& =\sum_{\Delta=\left(\left(\Delta_{1}, s\right), \ldots,\left(\Delta_{o, s)) \in \operatorname{Multi}(H \otimes\{s\})}^{\Delta_{o}=a_{1} ;|\Delta| \leq L}\right.\right.} \sigma^{\Delta} \int_{t_{1}, \ldots, t_{o-1} \in[0, s] \#(\bar{\Delta})}^{\bar{\Delta}} \xi_{t_{1}, \ldots, t_{o-1}} d \mu_{t_{1}, \ldots, t_{o-1}}^{\bar{\Delta}}
\end{aligned}
$$

$$
+\int_{[s, 0]^{\#(\bar{\Delta})}}^{\bar{\Delta}} \sum_{\substack{\Delta=\left(\left(\Delta_{1}, t_{1}\right), \ldots,\left(\Delta_{\left.\left.o, t_{o}\right)\right) \in \operatorname{Multi}(H \otimes[0, s])}^{\Delta_{o}=a_{1} ; t_{1}=0 ; \Delta \in \epsilon \otimes[0, s]^{\#(\Delta)}}\right.\right.}} \sum_{\tau \in \mathcal{T}(\Delta)} \sigma^{\tau} \phi_{t_{1}, \ldots, t_{o-1}} d \mu_{t_{1}, \ldots, t_{o-1}}^{\bar{\Delta}}
$$

for some $\phi_{t_{2}, \ldots, t_{o}}, \xi_{t_{2}, \ldots, t_{o}}$ taking values in $\{-1,0,1\}$. Here $\bar{\Delta}$ means the multi-index obtained by deleting the last index of $\Delta$.

This motivates the following choice of $\theta$ :

$$
\begin{aligned}
& \theta_{s}^{a_{1}}=\sum_{\substack{\Delta \in \operatorname{Multi}(H) \\
|\Delta| \leq L}} \Psi_{x_{s}}^{a_{1}}(\Delta) \int_{t_{1}, \ldots, t_{o} \in[0, s] \#(\Delta)}^{\Delta} \tilde{\xi}_{t_{1}, \ldots, t_{o}} d \mu_{t_{1}, \ldots, t_{o}}^{\Delta} \\
& +\Psi_{x_{s}, L}^{a_{1}}\left(\int_{[0, s] \#(\Delta)}^{\Delta} \sum_{\substack{\Delta=\left(\left(\Delta_{1}, t_{1}\right), \ldots,\left(\Delta_{o}, t_{o}\right)\right) \in \operatorname{Multi}(B \otimes[0, t]) \\
t_{1}=0 ; \Delta \in \epsilon \otimes[0, s](\Delta)}} \sum_{\tau \in \mathcal{T}(\Delta)} \sigma_{t_{1}, \ldots, t_{o}}^{\tau} \tilde{\phi}_{t_{1}, \ldots, t_{o}} d \mu_{t_{1}, \ldots, t_{o}}^{\Delta}\right) \\
& =\mu_{s}^{a_{1}}+\sum_{\substack{\Delta \in \operatorname{Multi}(H) \\
|\Delta| \leq L ; \#(\Delta) \geq 2}} \Psi_{x_{s}}^{a_{1}}(\Delta) \int_{t_{1}, \ldots, t_{o} \in[0, t] \#(\Delta)}^{\Delta} \tilde{\xi}_{t_{1}, \ldots, t_{o}} d \mu_{t_{1}, \ldots, t_{o}}^{\Delta} \\
& +\Psi_{x_{s}, L}^{a_{1}}\left(\int_{[0, s] \#(\Delta)}^{\Delta} \sum_{\substack{\Delta=\left(\left(\Delta_{1}, t_{1}\right), \ldots,\left(\Delta \Delta_{o}, t_{o}\right)\right) \in \operatorname{Multi}(B \otimes[0, s]) \\
t_{1}=0 ; \Delta \in \epsilon \otimes[0, s]^{\#(\Delta)}}} \sum_{\tau \in \mathcal{T}(\Delta)} \sigma^{\tau} \tilde{\phi}_{t_{1}, \ldots, t_{o}} d \mu_{t_{1}, \ldots, t_{o}}^{\Delta}\right)
\end{aligned}
$$

and $\theta_{s}^{(0)}=\mu_{s}^{(0)}=s t$. For some $\tilde{\xi}, \tilde{\phi}$ taking values only in $\{-1,0,1\}$.
Rewriting this over the whole space $U_{i}$, we get:

$$
\begin{aligned}
\theta_{s}^{U_{i}} & =\mu_{s}^{U_{i}}+\sum_{\substack{\Delta \in \operatorname{Multi}(B) \\
|\Delta| \leq L ; \#(\Delta) \geq 2}} \Psi_{x_{s}}^{U_{i}}(\Delta) \int_{t_{1}, \ldots, t_{o} \in[0, s] \#(\Delta)}^{\Delta} \tilde{\xi}_{t_{1}, \ldots, t_{o}} d \mu_{t_{1}, \ldots, t_{o}}^{\Delta} \\
& +\Psi_{x_{s}}^{U_{i}}\left(\int_{[0, s] \#(\Delta)}^{\Delta} \sum_{\substack{\Delta=\left(\left(\Delta_{1}, t_{1}\right), \ldots,\left(\Delta o, t_{o}\right)\right) \in \operatorname{Multi}(H \otimes[0, s]) \\
t_{1}=0 ; \Delta \in \in \otimes[0, s] \#(\Delta)}} \sum_{\tau \in \mathcal{T}(\Delta)} \sigma^{\tau} \tilde{\phi}_{t_{1}, \ldots, t_{o}} d \mu_{t_{1}, \ldots, t_{o}}^{\Delta}\right)
\end{aligned}
$$

This still ensures that $\theta$ satisfies the ODE (7.1.2):

$$
\begin{aligned}
x_{0} & =x \\
d x_{t} & =\sum_{a \in B} \sigma^{a}\left(x_{t}\right) \frac{\partial \theta_{t}^{a}}{\partial t} d t
\end{aligned}
$$

Define a linear operation $\delta$ on the free vector space over rooted trees with indices in

$$
\mathcal{T}(\{0,1, \ldots, d\})
$$

by requiring that for $\tau$ a rooted tree with vertices in $\mathcal{T}(\{0,1 \ldots, d\})$,

$$
\delta(\tau)=\sum_{\tilde{\tau} \in G(\tau)} e^{\tilde{\tau}}
$$

where $G(\tau)$ is the set of rooted trees with vertices in $\{0,1, \ldots, d\}$ obtained by gluing the root of each vertex $\tau_{i}$ of $\tau$ to one of the vertices of $\tau_{j}$ where $\tau_{i}$ is a leaf of $\tau_{j}$. Then we have

$$
\sigma^{\Delta}=\sum_{\tau \in \mathcal{T}(\Delta)} \sigma^{\delta(\tau)}
$$

We can extend the above operation to rooted trees with vertices in $B \otimes[0,1]$ similarly.
Each vertex $\Delta_{i} \in B_{2 L} \otimes[0,1]$ can be written as a sum of rooted trees $\sum_{\iota(\tau)=O(\Delta)} \lambda_{\tau, \Delta} e^{\tau}$, where $\iota(\tau)$ denotes the multi-set composed of the vertices of $\tau, O\left(\Delta_{i}\right)$ is a fixed multi-set depending only on $\Delta_{i}$, and $\left|\lambda_{\tau, \Delta}\right| \leq(2 L)!2^{2 L}$.

It follows that for any unit $v \in \mathbb{R}^{n}$, writing $\mathcal{T}^{2}(\Delta)$ for the set of rooted trees belonging to $G(\tau)$ for some $\tau$ being a rooted tree with root in $\mathcal{T}\left(\Delta_{\#(\Delta)}\right)$ and other vertices in $\mathcal{T}\left(\Delta_{i}\right)$ for $i=1,2, \ldots, \#(\Delta)-1$,

$$
\begin{aligned}
& \sum_{\Delta=\left(\left(\Delta_{1}, t_{1}\right), \ldots,\left(\Delta_{o}, t_{o}\right)\right) \in \operatorname{Multi}(H \otimes[0, s])}^{\substack{t_{1}=0 ; \Delta \in \epsilon \otimes[0, s] \\
\#(\Delta)}} \sum_{\tau \in \mathcal{T}(\Delta)}\left\langle\sigma^{\tau}, v\right\rangle^{2} \\
& =\sum_{\substack{\tau \in \operatorname{Multi}(\{0,1, \ldots, d\} \otimes[0,1]) \\
|\tau| \leq 2 L}}\left\langle\sigma^{\tau} \bar{\lambda}_{\tau}, v\right\rangle^{2} \\
& \leq \sup _{\tau}\left(\left|\bar{\lambda}_{\tau}\right|^{2}\right) \mathcal{G},
\end{aligned}
$$

for some $\bar{\lambda}_{\tau}$ less than some combinatorial function of $L$ in absolute value. In other words, the expression above is a proper constant.

Next, applying Theorem 7.1.6 to

$$
\int_{[0, s]^{\#(\Delta)}}^{\Delta} \sum_{\substack{\Delta=\left(\left(\Delta_{1}, t_{1}\right), \ldots,\left(\Delta_{o}, t_{o}\right)\right) \in \operatorname{Multi}(H \otimes[0, s]) \\ t_{1}=0 ; \Delta \in \in \otimes[0, s]^{\#(\Delta)}}} \sum_{\tau \in \mathcal{T}(\Delta)} \sigma^{\tau} \tilde{\phi}_{t_{1}, \ldots, t_{o}} d \mu_{t_{1}, \ldots, t_{o}}^{\Delta}
$$

ensures that

$$
\begin{aligned}
& \left|\int_{[0, s] \#(\Delta)}^{\Delta} \sum_{\substack{\Delta=\left(\left(\Delta_{1}, t_{1}\right), \ldots,\left(\Delta_{o}, t_{o}\right)\right) \in \operatorname{Multi}(H \otimes[0, s]) \\
t_{1}=0 ; \Delta \in \epsilon \otimes[0, s]^{\#(\Delta)}}} \sum_{\tau \in \mathcal{T}(\Delta)} \sigma^{\tau} \tilde{\phi}_{t_{1}, \ldots, t_{o}} d \mu_{t_{1}, \ldots, t_{o}}^{\Delta}\right|^{2} \\
& \leq K|\theta|_{L^{2}, \mathcal{L}^{L}\left(\mathbb{R}^{d}, \mathbb{R}\right)}^{2(L+1)}
\end{aligned}
$$

for some proper constant $K$. By the weak Hörmander condition, it then follows that

$$
\begin{align*}
& \left|\Psi_{x_{s}}^{U_{i}}\left(\int_{[0, s] \#(\Delta)}^{\Delta} \sum_{\substack{\Delta=\left(\left(\Delta_{1}, t_{1}\right), \ldots,\left(\Delta_{o}, t_{o}\right)\right) \in \operatorname{Multi}(H \otimes[0, s]) \\
t_{1}=0 ; \Delta \in \in[0, s] \#(\Delta)}} \sum_{\tau \in \mathcal{T}(\Delta)} \sigma^{\tau} \tilde{\phi}_{t_{1}, \ldots, t_{o}} d \mu_{t_{1}, \ldots, t_{o}}^{\Delta}\right)\right|^{2}  \tag{7.1.9}\\
& \leq K|\theta|_{L^{2}, \mathcal{L}^{L}\left(\mathbb{R}^{d}, \mathbb{R}\right)}^{2(L+1)}
\end{align*}
$$

for some proper constant $K$.
As in the proof of the other side of the inequality, we also have, using the progressive Hörmander condition, the symmetry of the inner product on the tensor space with respect to relabelling, and Theorem 7.1.6,

$$
\begin{equation*}
\left.\sum_{\substack{\Delta \in \operatorname{Multi}(B) \\|\Delta| \leq L ; \#(\Delta) \geq 2}} \Psi_{x_{s}}^{U_{i}}(\Delta) \int_{t_{1}, \ldots, t_{o} \in[0, s] \#(\Delta)}^{\Delta} \tilde{\xi}_{t_{1}, \ldots, t_{o}} d \mu_{t_{1}, \ldots, t_{o}}^{\Delta}\right|^{2} \leq K|\theta|_{L^{2}, \mathcal{L}^{L}\left(\mathbb{R}^{d}, \mathbb{R}\right)}^{2 i} \tag{7.1.10}
\end{equation*}
$$

for some proper constant $K$.
Similarly to the proof of inequality (7.1.3), using inequalities (7.1.9) and (7.1.10), we obtain

$$
\begin{aligned}
d_{\mathcal{A}, t, \log , \infty}(x, y)^{2} & \leq|\theta|_{L^{2}, \mathcal{L}^{L}\left(\mathbb{R}^{d}, \mathbb{R}\right)}^{2} \leq K|\mu|_{L^{2}, \overline{\mathcal{S}}}^{2}=K\left(\left|\mu_{1}\right|_{U}^{2}+t\right) \\
& \leq K \max \left(d_{\mathcal{A}, \tilde{t}, \log }(x, y)^{2}, t\right)
\end{aligned}
$$

for some proper constant $K$ changing from line to line.
We finish with the following doubling condition:
Proposition 7.1.14. Let $\mathcal{A}=(x, \sigma, F)$, $F$ linear, be a uniformly $(r, L, g, \mathcal{G})$-mixed tense, uniformly $(H, L)$ detailed weak progressive Hörmander system. There exist proper constants $D$ and $M$ such that for any $t \leq D$ any $r>0$ and any $\bar{x} \in \mathbb{R}^{m}$,

$$
\left|B_{d_{t, \log , \infty}}(x, 2 r)\right| \leq M\left|B_{d_{t, \log , \infty}}(x, r)\right|
$$

Proof. This follows from Proposition 5.1.11, Theorem 7.1.1 and the Propositions 5.2.8 and 7.1.10.

### 7.2. Comparisons between distances

Here we compare the Léandre, homogeneous, and Carnot-Carathéodory distances in certain cases. This type of results are well known in both the classical situation (cf. [1]) and in geometric settings.

Definition. Let $\mathcal{A}=(x, \sigma, F)$ be a $(L, g, G)$-tense, $\left(L, H_{L}\right)$-weak Hörmander system. The Carnot-Carathéodory distance is defined by

$$
d_{c}(y)=\inf \left(|\gamma|_{L^{2}}: Y_{t}((\tau, \gamma))=y, \gamma \in \mathcal{P}_{1}^{d}, \tau_{s}=0 \forall s\right)
$$

First, we note the following trivial facts:
Proposition 7.2.1. Let $\mathcal{A}=(x, \sigma, F)$ be a $(L, g, G)$-tense, ( $L, H_{L}$ )-weak Hörmander system. For any y, we have

$$
d_{t}(y) \leq \tilde{d}_{t}(y)
$$

Proposition 7.2.2. Let $\mathcal{A}=(x, \sigma, F)$ be $a(L, g, G)$-tense, $\left(L, H_{L}\right)$-weak Hörmander system with $\sigma^{(0)}=0$ uniformly. For any $y$, we have

$$
d_{t}(y)=\tilde{d}_{t}(y)=\sqrt{d_{c}(y)^{2}+t}
$$

Now we consider the link between the distances in slightly less trivial cases.
Proposition 7.2.3. Let $\mathcal{A}=(x, \sigma, F)$ be a uniformly $(L, g, G)$-tense, $\left(L, H_{L}\right)$-weak Hörmander system such that there exist functions $\lambda_{i}($ for $i=\{1, \ldots, d\})$ and a fixed constant $\bar{H}$ such that we have, uniformly in $x$ :

$$
\sigma^{(0)}(x)=\sum_{i=1}^{d} \lambda_{i}(x) \sigma^{i}(x) \quad \text { and } \quad \sum_{i}\left|\lambda_{i}(x)\right|^{2} \leq \bar{H}^{2}
$$

(This implies the strong Hörmander condition.)
Then there exists a polynomial constant $C$ such that for any $y \in \mathbb{R}^{n}, t \in \mathbb{R}+$ such that $d_{t}(y), d_{c}(y), t \leq 1 / 2$,

$$
C^{-1} d_{c}(y) \leq d_{t}(y) \leq C\left(d_{c}(y)+\sqrt{t}\right)
$$

Proof. For the left hand side, following the characterisation from Proposition 7.0.4, let $\Gamma \in$ $\mathcal{P}_{1}^{d+1}$ be a control such that $\operatorname{Sol}_{x, t}(\Gamma)=y$. Write $X_{s}(s \in[0,1])$ for the solution curve, so that $X_{1}=\operatorname{Sol}(\Gamma)$. We begin by re-parametrising $\Gamma$ so that for all $s$,

$$
\sqrt{\left|\dot{\Gamma}^{0}\right|+\sum_{i=1}^{d}\left|\dot{\Gamma}_{s}^{i}\right|^{2}}=d_{t}(y)
$$

Pick $\gamma \in \mathcal{P}_{1}^{d}$ such that for all $s \in[0,1], i=1,2, \ldots, d$,

$$
d \gamma_{s}^{i}=d \Gamma_{s}^{i}+\lambda^{i}\left(X_{s}\right) d \Gamma_{s}^{0}
$$

This ensures that the solution to the SDE

$$
\begin{aligned}
X_{0} & =x \\
d X_{s} & =\sum_{i=1}^{d} \sigma^{i}\left(X_{s}\right) d \gamma_{s}^{i}
\end{aligned}
$$

satisfies $F\left(X_{1}\right)=y$. Since $d_{t}(y) \leq 1 / 2$, we have that $\left|\dot{\Gamma}_{s}^{0}\right|<1$. Therefore,

$$
d_{c}(y)^{2} \leq|\gamma|_{L^{2}}^{2} \leq \sum_{i=1}^{d} \int_{0}^{1}\left(\dot{\Gamma}_{s}^{i}+\lambda_{s}^{i} \dot{\Gamma}_{s}^{0}\right)^{2} d s
$$

$$
\begin{aligned}
& \leq 2 \sum_{i=1}^{d} \int_{0}^{1}\left(\dot{\Gamma}_{s}^{i}\right)^{2}+\left(\lambda_{s}^{i} \dot{\Gamma}_{s}^{0}\right)^{2} d s \\
& \leq 2 \int_{0}^{1} \bar{H}^{2}\left(\dot{\Gamma}_{s}^{0}\right)^{2}+\sum_{i=1}^{d}\left(\dot{\Gamma}_{s}^{i}\right)^{2} d s \\
& \leq 2 \bar{H}^{2} \int_{0}^{1} \sum_{i=0}^{d}\left(\dot{\Gamma}_{s}^{i}\right)^{2} d s \\
& \leq 2 \bar{H}^{2} \int_{0}^{1}\left|\dot{\Gamma}_{s}^{0}\right|+\sum_{i=1}^{d}\left(\dot{\Gamma}_{s}^{i}\right)^{2} d s \\
& \leq 2 \bar{H}^{2} d_{t}(y)^{2}
\end{aligned}
$$

The proof of the right hand side is very similar.
Proposition 7.2.4. Let $\mathcal{A}=(x, \sigma, F)$ be a uniformly $(L, g, G)$-tense system (with $g \geq 2$ ) such that the vector fields $\sigma$ are uniformly $\left(L, H_{L}\right)$-weakly progressively finitely generated, and such that there exist functions $\lambda_{\alpha}$ and a fixed constant $\bar{H}$ such that we have, uniformly in $x$ :

$$
\begin{align*}
\sigma^{0}(x) & =\sum_{|\alpha|=\#(\alpha) \leq 2} \lambda_{\alpha}(x) \sigma^{[\alpha]}(x)  \tag{7.2.1}\\
\sum\left|\lambda_{\alpha}\right|^{2} & \leq \frac{1}{\bar{H}}
\end{align*}
$$

There exist a constants $D_{1}, D_{2}, C_{1}, C_{2}$, polynomial in $G, H_{L}, \bar{H}, d$, such that or any $y, t \in \mathbb{R}^{+}$ such that $\max \left(\sqrt{t}, d_{t, \log , \infty}(y)\right) \leq D_{1}$,

$$
d_{c}(y) \leq C_{1}\left(d_{t, \log , \infty}(y)+\sqrt{t}\right)
$$

and for any $y, t \in \mathbb{R}+$ such that $\max \left(\sqrt{t}, d_{c}(y)\right) \leq D_{2}$,

$$
d_{t, \log , \infty}(y) \leq C_{1}\left(d_{c}(y)+\sqrt{t}\right)
$$

Proof. By applying Theorem 7.1.1 to the system $\mathcal{B}$ obtained by replacing $\sigma^{(0)}$ by 0 uniformly in $\mathcal{A}$, we know that $d_{c}(y)$ is polynomially locally equivalent to the 'distance' $d_{c, \log , \perp, L}(y)$, defined as the homogeneous 'distance' associated to the system $\mathcal{B}$.

This means we only need to show

$$
d_{c, \log , \perp, L}(y) \leq C_{2}\left(d_{t, \log , \perp, L}(y)+\sqrt{t}\right)
$$

and

$$
d_{t, \log , \perp, L}^{l}(y) \leq C_{3}\left(d_{c, \log , \perp, L}(y)+\sqrt{t}\right) .
$$

Proof of the second inequality
We use as usual the notation $H$ for the basis of

$$
\mathcal{S}_{1}=\operatorname{span}_{\substack{\alpha \in \operatorname{Multi}(\{0,1, \ldots, d\}) \\|\alpha| \leq L, \alpha \neq(0)}} e^{[\alpha]}
$$

constructed in Proposition 7.0.9. We will use the notation $H_{1}$ for the set obtained similarly for

$$
\mathcal{S}_{2}=\operatorname{span}_{\substack{\alpha \in \operatorname{Multi}(\{1, \ldots, d\}) \\|\alpha| \leq L,}} e^{[\alpha]}
$$

Let $u \in H_{1}$ be such that

$$
\begin{aligned}
& \sum_{h \in H_{1}} u^{h} \sigma^{h}=y-x \\
& |u|_{\mathcal{L}^{L}\left(\mathbb{R}^{d}\right)} \leq d_{c, \log , \perp, L}(y)(1+\epsilon)
\end{aligned}
$$

for some small $\epsilon>0$.

By differentiating the condition (7.2.1), we get that there exists a polynomial constant $\tilde{H}$ and some $\lambda_{\xi}^{i}\left(i \in\{1, \ldots\lfloor L / 2\rfloor\}, \xi \in H_{1}\right)$ such that

$$
\begin{gathered}
\sigma^{\otimes^{i}(0)}=\sum_{\substack{\xi \in H_{1} \\
|\leqslant| \leq 2 i}} \lambda_{\xi}^{i} \sigma^{\xi}, \\
\sum_{\substack{\xi \in H_{1} \\
|\xi| \leq 2 i}}\left|\lambda_{\xi}^{i}\right|^{2} \leq \tilde{H} .
\end{gathered}
$$

Then we set, for $h \in H_{1}$,

$$
\bar{u}^{h}=u^{h}-\sum_{i \leq\lfloor L / 2\rfloor} \lambda_{h}^{i} \frac{t^{i}}{i!}
$$

This ensures that $F^{S T}\left(\bar{u}^{h}\right)=y$. Now note that for $h \in H_{1} \subset H$,

$$
\begin{aligned}
\left|\bar{u}^{h}\right|^{2} & \leq 2\left(\left|u^{h}\right|^{2}+\left(\sum_{\substack{i \leq L, h \in H_{1} \\
|h| \leq 2 i}}\left|\lambda_{h}^{i}\right| \frac{t^{i}}{i!}\right)^{2}\right) \\
& \leq 2\left(\left|u^{h}\right|^{2}+\tilde{H} \sqrt{t}^{2|h|}\right) \\
& \leq 4 \tilde{H} \max \left(|u|_{\mathcal{S}_{2}}, \sqrt{t}\right)^{2|h|}
\end{aligned}
$$

for some polynomial constant $M$. Summing the contributions of the constant degree spaces to calculate the homogeneous norm, we get

$$
\begin{aligned}
|\bar{u}|_{\mathcal{S}_{2}} & \leq M \max \left(|u|_{\mathcal{S}_{2}}, \sqrt{t}\right) \\
& \leq M(1+\epsilon) \max \left(d_{c, \log , \perp, L}(y), \sqrt{t}\right)
\end{aligned}
$$

for some polynomial constant $M$. Taking for instance $\epsilon=1$ gives the right hand side.
Proof of the first inequality
The proof is very similar. We write $H_{0}$ for the set $\cup_{i \leq\lfloor L / 2\rfloor}\left\{e^{\otimes^{i}(0)}\right\}$. By differentiating condition 7.2.1, we obtain a polynomial constant $\tilde{H}$ and some $\lambda_{\xi}^{\zeta}$ (with $\zeta \in H \backslash H_{1}, \xi \in H_{1}$ ) such that

$$
\begin{gathered}
\sigma^{\zeta}=\sum_{\xi \in H_{1},|\xi| \leq|\zeta|} \lambda_{\xi}^{\zeta} \sigma^{\xi} \\
\sum_{\xi \in H_{1},|\xi| \leq|\zeta|}\left|\lambda_{\xi}^{\zeta}\right|^{2} \leq \tilde{H}
\end{gathered}
$$

That allows one to define $\tilde{u} \in \mathcal{S}_{2}$ by

$$
\tilde{u}^{h}=u^{h}+\sum_{\substack{\zeta \in H \backslash\left(H_{1}, H_{0}\right) \\|\zeta| \geq|h|}} \lambda_{h}^{\zeta} u^{\zeta}+\sum_{\substack{\zeta \in H_{0} \\|\zeta| \geq|h|}} \lambda_{h}^{\zeta} \frac{\sqrt{t}|\zeta|}{\left(\frac{|\zeta|}{2}\right)!}
$$

This ensures that $F_{\mathcal{B}}^{\log (S), T}(\tilde{u})=y$.
Then we note

$$
\begin{aligned}
\left|\tilde{u}^{h}\right| & \leq\left|u^{h}\right|+\sum_{\substack{\zeta \in H \backslash\left(H_{1}, H_{0}\right) \\
|\zeta| \geq|h|}}\left|\lambda_{h}^{\zeta}\right|\left|u^{\zeta}\right|+\sum_{\substack{\zeta \in H_{0} \\
|\zeta| \geq|\geq|}}\left|\lambda_{h}^{\zeta}\right| \frac{\sqrt{t} \mid}{\left(\frac{\zeta \zeta}{|\zeta|}\right)!} \\
& \leq\left|u^{h}\right|+\sum_{\substack{\zeta \in H \backslash\left(H_{1}, H_{0}\right) \\
|\zeta| \geq|h|}}\left|\lambda_{h}^{\zeta}\right||u|_{\mathcal{S}_{1}}^{|h|}+\sum_{\substack{\zeta \in H_{0} \\
|\zeta| \geq|h|}}\left|\lambda_{h}^{\zeta}\right| \sqrt{t} \mid \\
& \leq M_{2} \max \left(|u|_{\mathcal{S}_{1}}, \sqrt{t}\right)^{|h|},
\end{aligned}
$$

for some polynomial constant $M_{2}$. Again, summing contributions from each constant degree spaces, we get

$$
\begin{aligned}
d_{c, \log , \perp, L}(y) & \leq|\tilde{u}|_{\mathcal{S}_{2}} \\
& \leq M_{3} \max \left(|u|_{\mathcal{S}_{1}}, \sqrt{t}\right) \\
& \leq M_{3}(1+\epsilon) \max \left(d_{t, \log , L}, \sqrt{t}\right)
\end{aligned}
$$

for some polynomial $M_{3}$.

### 7.3. Symmetrisation and integrability of upper bounds

Proposition 7.3.1. Let $d_{t}: \mathbb{R}^{m} \rightarrow \mathbb{R}^{+}$be a continuous time-dependent function with $t \in$ $[0, T]$ for some fixed $T \leq 1$, such that there exist $\tilde{x} \in \mathbb{R}^{m}$ and a constant $K$ such that for any $y \in \mathbb{R}^{m}$,

$$
d_{t}(y)+1 \geq K_{2}|\tilde{x}-y|
$$

and satisfying a doubling condition with constant $D$. For any $C, M$, the function

$$
E_{t}(x, y)=C \frac{e^{-\frac{M d_{t}(y)^{2}}{t}}}{\left|B_{d_{t}}(\sqrt{t})\right|}
$$

is space-time integrable and we have

$$
\int_{t \in[0, T]} \int_{y \in \mathbb{R}^{m}} E_{t}(x, y) \leq U
$$

for some constant $U$ that depends only on $K, C, M, D$, but not $\tilde{x}$ or $m$
Proof. This is simple calculation.
We note the following classical result from [13] (or [47], [37] etc.):
LEMMA 7.3.2. Let $\sigma^{1}, \sigma^{2}, \ldots, \sigma^{d}$ be some smooth vector fields on $\mathbb{R}^{n}$, and let d be the control distance associated to those vector fields. For every $\beta^{\prime}, \beta>0$ there exists $c\left(\beta, \beta^{\prime}\right)$ such that

$$
\frac{e^{-\frac{\beta d(x, y)^{2}}{t}}}{\left|B_{d}(x, \sqrt{t})\right|}<c\left(\beta, \beta^{\prime}\right) \frac{e^{-\frac{\beta^{\prime} d(x, y)^{2}}{t}}}{\left|B_{d}(y, \sqrt{t})\right|}
$$

The following corollary follows immediately:
Corollary 7.3.3. Let $\sigma^{1}, \sigma^{2}, \ldots, \sigma^{d}$ be some smooth vector fields on $\mathbb{R}^{n}$, and let $d$ be the control distance associated to those vector fields. We have for any $\beta>0$,

$$
\int_{t \in[0, T]} \int_{y \in \mathbb{R}^{n}} \frac{e^{-\frac{\beta d(x, y)^{2}}{t}}}{\left|B_{d}(y, \sqrt{t})\right|} d y<\infty
$$

This is shows that in the case of trivial drift, the upper bounds are integrable in both $y$ and $x$. It is integrability in $y$ that is relevant to some applications such as generalisations of Löcherbach's theorem.

We cannot do this in the case of non trivial drift because our 'distance' is not symmetric. However, we can do the following:

LEMMA 7.3.4. Suppose that we are given a sufficiently smooth function $F: \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$, and a time dependent function $d_{t}: \mathbb{R}^{m} \otimes \mathbb{R}^{m} \rightarrow \mathbb{R}^{+}$, continuous in $t$. For $x \in \mathbb{R}^{m}$ and $y \in \mathbb{R}^{n}$, we write $d_{t}(x, y)$ for $\min _{\substack{x_{2} \in \mathbb{R}^{m} \\ F\left(x_{2}\right)=y}} d\left(x, x_{2}\right)$. Balls $B_{t}(x, r)$ are always taken as sets in $\mathbb{R}^{n}$. Suppose that for some constants $D$ and $M$, we have

$$
\begin{array}{rlrl}
\forall t, r \leq D, \forall x, & & \left|B_{t}(x, r)\right| & \leq M\left|B_{t}(x, 2 r)\right| \\
\forall s \leq t, \forall x_{1}, x_{2}, x_{3} \in \mathbb{R}^{m}, & d_{t}\left(x_{1}, x_{3}\right) & =d_{s}\left(x_{1}, x_{2}\right)+d_{t-s}\left(x_{2}, x_{3}\right) \\
\forall s, r, t \leq D, \forall x \in \mathbb{R}^{m}, & & \left|B_{s}(x, r)\right| & \leq M\left|B_{t}(x, r)\right|
\end{array}
$$

Then the following holds: For any $x_{1}, x_{2} \in \mathbb{R}^{m}$ and $t, r \leq D$ such that $d_{t}\left(x_{1}, x_{2}\right)<r$,

$$
M^{-2}\left|B_{t}\left(x_{1}, r\right)\right| \leq\left|B_{t}\left(x_{2}, r\right)\right| \leq M^{2}\left|B_{t}\left(x_{1}, r\right)\right|
$$

Proof. Note that by continuity of $d$ in $t$, there exists an $\epsilon>0$ such that $d_{t-\epsilon}\left(x_{1}, x_{2}\right)<r$. Clearly if $\mathbb{R}^{n} \ni y \in B_{\epsilon}\left(x_{2}\right)$. Then there exists an $x_{3} \in \mathbb{R}^{m}$ such that $d_{\epsilon}\left(x_{2}, x_{3}\right) \leq r$ and $F\left(x_{3}\right)=y$. Then we have

$$
d_{t}\left(x_{1}, y\right)=d_{t}\left(x_{1}, x_{3}\right) \leq d_{t-\epsilon}\left(x_{1}, x_{2}\right)+d_{\epsilon}\left(x_{2}, x_{3}\right)<r+r=2 r
$$

from which it follows that $y \in B_{t}\left(x_{1}, 2 r\right)$.
This means that $B_{\epsilon}\left(x_{2}, r\right) \subset B_{t}\left(x_{1}, 2 r\right)$. Then we have

$$
\left|B_{t}\left(x_{2}\right)\right| \leq M\left|B_{\epsilon}\left(x_{2}, r\right)\right| \leq M\left|B_{t}\left(x_{1}, 2 r\right)\right| \leq M^{2}\left|B_{t}\left(x_{1}, r\right)\right|
$$

The other inequality is proved similarly.
DEFINITION. For such a time dependent 'distance' as in Lemma 7.3.4, we define the backwards balls around $x$, by

$$
\begin{aligned}
\overleftarrow{B}_{t, x}^{\mathbb{R}^{m}}(r) & =\left\{y \in \mathbb{R}^{m}: d_{t}(y, x)<r\right\} \\
B_{-t, x}(r)=\overleftarrow{B}_{t, x}(r) & =\overleftarrow{B}_{t, x}^{\mathbb{R}^{n}}(r)=F\left(\overleftarrow{B}_{t, x}^{\mathbb{R}^{m}}(r)\right)
\end{aligned}
$$

Proposition 7.3.5. Let $\mathcal{A}=(x, \sigma, F)$ be a uniformly detailed weak progressive Hörmander system such that the $\sigma$ 's are uniformly mixed finitely progressively generated in the background space. There exist proper constants $D$ and $M$ such that for any $t \leq D$ and for any $x_{1}, x_{2} \in \mathbb{R}^{m}$ such that $d_{t}\left(x_{1}, x_{2}\right) \leq D \sqrt{t}$, we have

$$
\begin{aligned}
\left|B_{t}\left(x_{2}, \sqrt{t}\right)\right| & \leq M\left|B_{t}\left(x_{1}, \sqrt{t}\right)\right| \\
\left|B_{-t}\left(x_{2}, \sqrt{t}\right)\right| & \leq M\left|B_{t}\left(x_{1}, \sqrt{t}\right)\right|
\end{aligned}
$$

Proof. First, note that by simple integration theory, the coarse log-homogeneous distance $d_{t, \text { log }}^{l}$ satisfies all the requirements of Lemma 7.3.4 with proper constants.

It follows that for $t, d_{t, \log }^{l}\left(x_{1}, x_{2}\right) \leq D_{1}$ ( $D_{1}$ proper), we have for some proper $M_{1}$,

$$
\left|B_{d_{t, \log }^{l}}\left(x_{2}, \sqrt{t}\right)\right| \leq M_{1}\left|B_{d_{t, \log }^{l}}\left(x_{1}, \sqrt{t}\right)\right|
$$

Now, using Theorem 7.1.1, which has proper constants, we can write, for $C$ being a proper constant from Theorem 7.1.1 and $\bar{D}$ being the doubling constant for the $d_{t, \log , \infty}$ distance, and for $t, d_{t, \log }^{l}\left(x_{1}, x_{2}\right) \leq \frac{D_{1}}{C}:$

$$
\begin{aligned}
\left|B_{d_{t, \log , \infty}}\left(x_{2}, \sqrt{t}\right)\right| & \leq\left|B_{d_{t, \log }^{l}}\left(x_{2}, \sqrt{t} C\right)\right| \leq\left|B_{d_{t, \log }^{l}}\left(x_{2}, \sqrt{t}\right)\right| \bar{D}^{\log _{2}(C)} \\
& \leq M_{1} \bar{D}^{\log _{2}(C)}\left|B_{d_{t, \log }^{l}}\left(x_{1}, \sqrt{t}\right)\right| \\
& \leq M_{1} \bar{D}^{\log _{2}(C)}\left|B_{d_{t, \log , \infty}}\left(x_{1}, C \sqrt{t}\right)\right| \\
& \leq M_{1} \bar{D}^{2 \log _{2}(C)}\left|B_{d_{t, \log , \infty}}\left(x_{1}, \sqrt{t}\right)\right|
\end{aligned}
$$

All constants involved are proper. This proves the first inequality.
For the second one, note that the reverse distance $d_{-t}$ is just the 'distance' associated to the vector fields $-\sigma^{i}(i \neq 0)$ and $\sigma^{0}$, which doesn't affect the progressive Hörmander constants. In fact even for negative values of $s, t$, we have:

$$
\forall s, r, t \text { with, } r,|s|,|t| \leq D, \forall x \in \mathbb{R}^{m}, \quad\left|B_{s, \log , \infty}(x, r)\right| \leq M\left|B_{t, \log , \infty}(x, r)\right|
$$

so the proof works similarly.
Proposition 7.3.6. Let $\mathcal{A}=(x, \sigma, F)$ be a uniformly $\left(L, H_{L}\right)$ weak Hörmander, uniformly $(L, g, G)$-tense system $(g \geq L+1)$. There exist constants $D, M, C$, such that for any $x_{1}, x_{2}$ such that $\sqrt{t} \leq D, d_{t}\left(x_{1}, x_{2}\right) \leq \sqrt{t} D$,

$$
\left|B_{t}^{l}\left(x_{2}, \sqrt{t}\right)\right| \leq C\left|B_{t}^{l}\left(x_{1}, \sqrt{t}\right)\right|
$$

$$
\begin{aligned}
\left|B_{-t}^{l}\left(x_{2}, \sqrt{t}\right)\right| & \leq C\left|B_{t}^{l}\left(x_{1}, \sqrt{t}\right)\right| \\
\left|B_{t}^{\infty}\left(x_{2}, \sqrt{t}\right)\right| & \leq C\left|B_{t}^{l}\left(x_{1}, \sqrt{t}\right)\right| \\
\left|B_{-t}^{\infty}\left(x_{2}, \sqrt{t}\right)\right| & \leq C\left|B_{t}^{l}\left(x_{1}, \sqrt{t}\right)\right| \\
\left|B_{t}\left(x_{2}, \sqrt{t}\right)\right| & \leq C\left|B_{t}\left(x_{1}, \sqrt{t}\right)\right| \\
\left|B_{-t}\left(x_{2}, \sqrt{t}\right)\right| & \leq C\left|B_{t}\left(x_{1}, \sqrt{t}\right)\right| .
\end{aligned}
$$

Proof. Again, by observation of the Jacobian of the function $F_{t}^{\log (S), T}$ for different values of $t$ (including negative ones, note that the reverse distance $d_{-t}$ is just a forward distance associated to the reversed vector fields $\sigma^{i}(-1)^{1_{i \neq 0}}$ etc.), we have that the distance $d_{t}^{l}$ satisfies all the requirements of Lemma 7.3.4 (with bad constants from doubling). ${ }^{5}$ The result follows.

Theorem 7.3.1. Let $\mathcal{A}=(x, \sigma, F)$ be a uniformly $\left(L, H_{L}\right)$ weak Hörmander, uniformly $(L, g, G)$-tense system. For any $\beta>0$, there exist constants $c(\beta), D$ and $m(\beta)$ such that

$$
\frac{e^{-\frac{\beta d_{t}(y, x)^{2}}{t}}}{\left|B_{d_{t}}(y, \sqrt{t})\right|}<c(\beta) \frac{e^{-\frac{m(\beta) d_{t}(y, x)^{2}}{t}}}{\left|\overleftarrow{B}_{d_{t}}(x, \sqrt{t})\right|}
$$

Proof. For the case $d(y, x) \leq D \sqrt{t}$ ( $D$ being the constant relative to $d_{t, \infty}$ from Proposition 7.3.6), we have by Proposition 7.3.6:

$$
\frac{e^{-\frac{\beta d_{t}(y, x)^{2}}{t}}}{\left|B_{d, t}(y, \sqrt{t})\right|} \leq C \frac{e^{-\frac{m(\beta) d_{t, \infty}(y, x)^{2}}{t}}}{\left|\overleftarrow{B}_{d_{t}}(x, \sqrt{t})\right|}
$$

where $C$ is the constant from Proposition 7.3.6.
For the case $d(y, x) \geq D \sqrt{t}$, we have first:

$$
B_{t}(x, \sqrt{t}) \subset B_{2 t}(y, \sqrt{t}+d(y, x))
$$

which gives, using Proposition 5.1.11, for some constants $M$ and $\nu$,

$$
\begin{aligned}
\left|B_{t}(x, \sqrt{t})\right| & \leq\left|B_{2 t}(y, \sqrt{t}+d(y, x))\right| \leq M\left|B_{t}(y, \sqrt{t}+d(y, x))\right| \\
& \leq M\left(\frac{\sqrt{t}+d(y, x)}{\sqrt{t}}\right)^{\nu}\left|B_{t}(y, \sqrt{t})\right| .
\end{aligned}
$$

This allows us to conclude, when $d(y, x) \geq D \sqrt{t}$,

$$
\begin{aligned}
\frac{e^{-\frac{\beta d_{t}(y, x)^{2}}{t}}}{\left|B_{d, t}(y, \sqrt{t})\right|} & \leq M\left(\frac{\sqrt{t}+d(y, x)}{\sqrt{t}}\right)^{\nu} \frac{e^{-\frac{\beta d_{t}(y, x)^{2}}{t}}}{\left|B_{d, t}(x, \sqrt{t})\right|} \\
& \leq M^{2}\left(\frac{\sqrt{t}+d(y, x)}{\sqrt{t}}\right)^{\nu} \frac{e^{-\frac{\beta d_{t}(y, x)^{2}}{t}}}{\left|\overleftarrow{B}_{d, t}(x, \sqrt{t})\right|} \\
& \leq M^{2}\left(1+\frac{1}{D}\right)\left(\frac{d(y, x)}{\sqrt{t}}\right)^{\nu} \frac{e^{-\frac{\beta d_{t}(y, x)^{2}}{t}}}{\left|\overleftarrow{B}_{d, t}(x, \sqrt{t})\right|} \\
& \leq c(\beta) \frac{e^{-\frac{m(\beta) d_{t}(y, x)^{2}}{t}}}{\mid \overleftarrow{B}_{d_{t}(x, \sqrt{t}) \mid}} .
\end{aligned}
$$

[^14]Now, for systems satisfying the progressive Hörmander condition, we have the following analogous result (the proof is the same, replacing the distances, constants become proper because doubling condition constants are proper):

Theorem 7.3.2. Let $\mathcal{A}=(x, \sigma, F)$ be an $(L, g, \mathcal{G})$-mixed tense, $\left(L, H_{L}\right)$ weak detailedProgressive Hörmander system $(g \geq L+1)$. For any $\beta>0$, there exist proper constants $c(\beta), D$ and $m(\beta)$ such that

$$
\frac{e^{-\frac{\beta d_{t, \log , \infty}(y, x)^{2}}{t}}}{\left|B_{d_{t, \log , \infty}}(y, \sqrt{t})\right|}<c(\beta) \frac{e^{-\frac{m(\beta) d_{t, \log , \infty}(y, x)^{2}}{t}}}{\left|\overleftarrow{B}_{d_{t, \log , \infty}}(x, \sqrt{t})\right|} .
$$

REMARK 7.3.7. Note that the coarse log-homogeneous distance has the following nice symmetry property, which follows directly from the linearity of the model function $F^{R T}$ :

$$
\overleftarrow{d}_{x, t, \log }^{l}\left(\bar{x}_{t}+v\right)=d_{x, t, \log }^{l}\left(\bar{x}_{-t}+v\right)
$$

where $\overleftarrow{d}_{x, t, \log }^{l}$ denotes the coarse log homogeneous distance associated to the time reversed equation, $v \in \mathbb{R}^{m}$, and as usual, for any $s \in \mathbb{R}$ (here $s=t$ or $-t$ ),

$$
\bar{x}_{t}=x+\sum_{\substack{\alpha \in \operatorname{Multi}_{\begin{subarray}{c}{ \\
|\alpha| \leq L} }}(L)}\end{subarray}} \sigma^{\alpha}(x) \frac{s^{\#(\alpha)}}{\#(\alpha)!} .
$$

In fact, we even have, more generally, for any $s, t$ such that $|s|,|t| \leq D$ for some proper constant,

$$
d_{x_{s}, \log }^{l}\left(\bar{x}_{s}+v\right)=d_{x_{t}, \log }^{l}\left(\bar{x}_{t}+v\right)
$$

## CHAPTER 8

## Application of models to an auxiliary object: probabilistic results

### 8.1. Some Lemmas and preliminary estimates

To prove our results, we need a more flexible and general version of the scaling argument in the proof of Theorem (3.12) on page 411 of [37].

THEOREM 8.1.1 (Scaling). Let $U=\bigoplus_{i=1}^{I} U_{i}$ be a Euclidean space endowed with the following homogeneous norm:

$$
|u|_{U}=|u|_{U, t}=\left(\sum_{i}\left(\left|u^{i}\right|\right)^{2 / i}\right)^{1 / 2}
$$

where for $u \in U, u^{i}$ is the projection of $u$ onto the space $U_{i}$. Let $\nu=\sum_{i}\left(i \operatorname{dim}\left(U_{i}\right)\right)$. We introduce the family of dilations $\delta_{s}$ defined by:

$$
\operatorname{pr}_{U_{i}}\left(\delta_{s}(u)\right)=u^{i} s^{i / 2}
$$

Suppose that $\forall t \leq T, \xi_{t}$ is a random variable in $U$, such that there exist $T \leq 1, K \leq 1, k \in \mathbb{N}$, $C \geq 1$ and $M \leq 1$ such that

$$
\forall s, t \in \mathbb{R}, u \in U \text { such that } s, t \leq T, s \geq 1,|u|_{\text {eucl }} \leq K
$$

$$
\mathbb{P}\left(\delta_{s}\left(\xi_{t}\right)=u\right) \leq \frac{C}{(s t)^{k}} \exp \left(-\frac{|u|_{\mathrm{eucl}}^{2}}{s t}\right)
$$

Then, there exist $C_{1} \geq 1, M_{1} \leq 1$ such that $\forall t \leq T, \forall u \in U$ with $|u|_{\mathrm{eucl}} \leq 1$,

$$
\mathbb{P}\left(\xi_{t}=u\right) \leq \frac{C_{1}}{t^{\frac{\nu}{2}}} \exp \left(-\frac{M_{1}|u|_{U}^{2}}{t}\right)
$$

Furthermore, $M_{1}$ depends only on $M$ and $I$, and the constant $C_{1}$ is polynomial in $C, M$ and only depends on $C, M, \nu, T$.

Proof. For the sake of this proof, we also introduce the following alternative homogeneous norm:

$$
\omega(u)=\left(\sup \left(s:\left|\delta_{s}(u)\right| \leq 1\right)\right)^{-\frac{1}{2}}
$$

For $I$ a natural number, we write

$$
D_{I}=\left(\max \left(\sup _{a \in \mathbb{R}^{i}, a \neq 0} \frac{\sum_{i} a_{i}^{2}}{\sum_{i}\left|a_{i}\right|^{2 / i}}, \sup _{a \in \mathbb{R}^{i}, a \neq 0} \frac{\sum_{i}\left|a_{i}\right|^{2 / i}}{\sum_{i} a_{i}^{2}}\right)\right)^{1 / 2}
$$

We first note the following crucial fact: $\forall u \in U$, we have:

$$
D_{I}^{-1} \omega(u) \leq|u|_{U} \leq D_{I} \omega(u)
$$

We can now begin the proof per se:
Case $1 \frac{t}{\omega(u)^{2}} \leq T$. We can set $s=\frac{1}{\omega(u)^{2}}$, then $s t \leq T$ and $s \geq 1$. Furthermore, $\left|\delta_{s}(u)\right| \leq 1$, so we can use our first assumption to obtain:

$$
\begin{aligned}
\mathbb{P}\left(\xi_{t}=u\right) & =\frac{1}{s^{\frac{\nu}{2}}} \mathbb{P}\left(\delta_{s}\left(\xi_{t}\right)=\delta_{s}(u)\right) \\
& \leq \frac{1}{s^{\frac{\nu}{2}}} C \frac{e^{-\frac{M\left|\delta_{s}(u)\right|^{2}}{s t}}}{(s t)^{k}}
\end{aligned}
$$

$$
\begin{aligned}
& =\omega(u)^{\nu} C \frac{e^{-\frac{M}{t}}}{\left(\frac{t}{\omega(u)^{2}}\right.} \\
& \leq \frac{\left.C \omega(u)^{2}\right)^{2 \nu}}{t^{\frac{\nu}{2}}} \frac{e^{-\frac{M}{\omega(u)^{2}}}}{\left(\frac{t}{\omega(u)^{2}}\right)^{k-\frac{\nu}{2}}} \\
& \leq \frac{C K_{k} \omega(u)^{2 \nu}}{M^{k-\frac{\nu}{2}} t^{\frac{\nu}{2}}} e^{-\frac{M_{1} \omega(u)^{2}}{t}} \\
& \leq \frac{C K_{k}}{M^{k-\frac{\nu}{2}} t^{\frac{\nu}{2}}} e^{-\frac{M \omega(u)^{2}}{2 t}} \\
& \leq \frac{C K_{k}}{M^{k-\frac{\nu}{2}} t^{\frac{\nu}{2}}} e^{-\frac{M D_{I}^{-1}|u|_{U}^{2}}{2 t}} \\
& \leq \frac{C K_{k}}{M^{k-\frac{\nu}{2}} t^{\frac{\nu}{2}}} e^{-\frac{\left.M_{1}|u|\right|_{U} ^{2}}{2 t}}
\end{aligned}
$$

We have the following justifications:

1. at the first line we have used the change of variables $v=\delta_{s}(u)$;
2. at the second line, we have used the first assumption;
3. at the third line, we have used the expression of our choice of $s$ and the fact that by definition of $\omega(u)$, we have $\left|\delta_{s}(u)\right|=1$;
4. at the fifth line, we have defined a constant $K_{k}$, dependent on $k$ only, as follows: $K_{k}=$ $\max _{x \leq 1}\left(\frac{e^{-\frac{1}{2 x}}}{x^{k}}\right)$;
5. at the sixth line, we have used the fact that $\omega(u) \leq 1$;
6. at the last line, we have defined $M_{1}=M D_{I}^{-1}$.

Case $2 \frac{t}{\omega(u)^{2}} \geq T$. We set $s=\frac{T}{t}$ Then we have:

$$
\begin{aligned}
\mathbb{P}\left(\xi_{t}=u\right) & =\frac{1}{s^{\frac{\nu}{2}}} \mathbb{P}\left(\delta_{s}\left(\xi_{t}\right)=\delta_{s}(u)\right) \\
& \leq \frac{1}{s^{\frac{\nu}{2}}} C \frac{e^{-\frac{M\left|\delta_{s}(u)\right|^{2}}{s t}}}{(s t)^{k}} \\
& \leq t^{\frac{\nu}{2}} \frac{e^{-\frac{M\left|\delta_{s}(u)\right|^{2}}{T}}}{T^{k}} \\
& \leq \frac{1}{t^{\frac{\nu}{2}} T^{k}} \\
& \leq \frac{e^{M T}}{t^{\frac{\nu}{2}} T^{k}} e^{-\frac{M \omega(u)^{2}}{t}} \\
& \leq \frac{e^{M T}}{t^{\frac{\nu}{2}} T^{k}} e^{-\frac{M_{1}|u|_{U}^{2}}{t}}
\end{aligned}
$$

where we have the following justifications:

1. at the first line we have used the change of variables $v=\delta_{s}(u)$;
2. at the second line, we have used the first assumption;
3. at the fourth line, we have used the fact that $t \leq T \leq 1$;
4. at the fifth line, we have used the fact that $\frac{t}{\omega(u)^{2}} \geq T$;
5. at the last line, we have used the fact that $M_{1}=\frac{M D_{I}^{-1}}{2} \leq M D_{I}^{-1}$

Conclusion Combining both of the above cases, we see that the result is true with

$$
C_{1}=\max \left(\frac{e^{M T}}{T^{k}}, \frac{C K_{k}}{M^{k-\frac{\nu}{2}}}\right) \quad \text { and } \quad M_{1}=\frac{M D_{I}^{-1}}{2}
$$

THEOREM 8.1.2. Let $(x, \sigma, F)$ be a uniformly $(L, g, G)$-tense with $g \geq n+3$, uniformly $\left(L, H_{L}\right)$ weak Hörmander system, set $l=L$, there exist polynomial constants $C, D, M$, and $\nu$, such that for any $y \in \mathbb{R}^{n}$ with $d_{t, \infty}(x, y) \leq D$ and any $t \leq D$,

$$
p_{t}(x, y) \leq C \frac{e^{-\frac{M d_{t}(x, y)^{2}}{t}}}{t^{\nu}}
$$

Proof. Define $q(x, y, \xi)$ for $\xi \in \mathbb{R}^{n}$ to be the following variation of the Fourier transform of $p_{t}(x, y)$ :

$$
\hat{p}_{t}(\xi)=\int_{\mathbb{R}^{n}} e^{-i\langle\xi, y\rangle} p_{t}(x, y) \phi\left((y-\xi) t^{-L}\right) d y
$$

where $\phi$ is a fixed localizing function with arbitrary derivatives bounded by a proper constant, such that for any $y \in \mathbb{R}^{n}, \phi(y) \leq 1$ and for any $y \in \mathbb{R}^{n}$ with $|y| \leq 1, \phi(y)=0$.

Note that we have already proved in the previous part of the thesis that for any $N \geq 0$ there exists a polynomial constants $D>0, M, C, \mu$ such that for any $t \leq D$ and

$$
p_{t}(x, y) \leq C \frac{e^{-M \frac{|* x-y|^{2}}{t}}}{t^{\mu}}
$$

Using that, we can conclude, similarly to the proof of Theorem 6.4.1, that; (for any $t \leq D$ ),

$$
\begin{aligned}
\hat{p}_{t}(\xi) & \leq \frac{1}{|\xi|^{n+1}}\left|\int_{\mathbb{R}^{n}} e^{-i\langle\xi, y\rangle} \frac{\partial^{n+1} p_{t}(y)}{\pi_{i=1}^{n+1} \partial z_{i}} d y\right| \\
& \leq \frac{K}{|\xi|^{n+1} t^{\mu-n}}
\end{aligned}
$$

for some polynomial constant $K$.
Next, we have for any $R>0$

$$
\begin{aligned}
p_{t}(x, y) & \leq \frac{1}{2 \pi}\left|\hat{p}_{t}(x, \cdot)\right|_{L^{2}} \\
& \leq \int_{B_{0}(R) \subset \mathbb{R}^{n}} \hat{p}_{t}(x, \xi) d x+\int_{B_{0}(R)^{C}} \hat{p}_{t}(x, \xi) d x \\
& \leq K\left(R^{n} \mathbb{P}\left(\left|Y_{t}-y\right| \leq t^{L}\right)+R^{-1} \frac{1}{t^{\mu-n}}\right)
\end{aligned}
$$

for some (other) polynomial constant $K$.
Setting $R=t^{-\frac{\mu-n}{n+1}} \mathbb{P}\left(\left|Y_{t}-y\right| \leq t^{L}\right)^{-\frac{1}{n+1}}$, we get

$$
p_{t}(x, y) \leq K t^{-\frac{(\mu-n) n}{n+1}} \mathbb{P}\left(\left|Y_{t}-y\right| \leq t^{L}\right)^{\frac{1}{n+1}}
$$

Hence, we only need to check that there exist polynomial constants $C, M$ such that for any $t \leq D$,

$$
\mathbb{P}\left(\left|Y_{t}-y\right| \leq t^{L}\right) \leq C e^{-\frac{M d_{t}(x, y)^{2}}{t}}
$$

To do that, we use Corollary 7.0.14 as follows:
Let $\bar{Y}_{t}$ denote the KST approximation ( $\bar{X}_{t}$ its background space counterpart), and let $K$ denote the minimum of the constant from Corollary 7.0.14.

First note that if $d_{x, t}^{l}(y) \leq 3 K t^{\frac{1}{2}}$, we have

$$
\mathbb{P}\left(\left|Y_{t}-y\right| \leq t^{L}\right) \leq 1 \leq 1 . e^{-\frac{d_{t}(x, y)^{2}}{9 K^{2} t}}
$$

Therefore, forcing $C \geq 1$ and $M \leq \frac{1}{9 K^{2}}$ ensures we only need to worry about the case $d_{x, t}(y) \geq$ $3 K t^{\frac{1}{2}}$. In that case we have first

$$
\left|Y_{t}-y\right|^{\frac{1}{L}} \geq\left|Y_{t}-y\right|^{\frac{1}{l}} \geq \frac{1}{K} d_{\frac{t-t^{l+1}}{2}}\left(X_{t}, y\right)
$$

$$
\geq \frac{1}{K}\left(d_{t}(x, y)-d_{\frac{t-t}{} l^{2}}^{2}\left(x, \bar{Y}_{t}\right)-d_{t^{l+1}}\left(\bar{X}_{t}, Y_{t}\right)\right) .
$$

Set $D$ small enough that $t \leq D$ implies $4 G^{-1} K t^{\frac{1}{2}} \leq \bar{D}$ where $\bar{D}$ is the constant from Corollary 7.0.14. Then

$$
d_{\frac{t-t^{l+1}}{2}}(x, z) \leq K \Longrightarrow|* x-z|<2 G^{-1} K t^{\frac{1}{2}} \Longrightarrow|z-y|<4 G^{-1} K t^{\frac{1}{2}} \leq \bar{D}
$$

For $z \in \mathbb{R}^{m}$, write $\mathcal{R}_{s}^{l}(z)=z+\sum_{\substack{\#(\alpha) \leq \frac{l}{2} \\ \neq: \alpha_{i} \neq 0}} \sigma_{z}^{\alpha} \frac{s^{\#(\alpha)}}{\#(\alpha)!}$. Then (because $t \leq 1$ ), writing $S$ for the signature, and using Theorem 2.1.1, as well as Corollary 7.0.14 and Theorem 7.0.1,

$$
\begin{aligned}
& \mathbb{P}\left(\left|Y_{t}-y\right| \leq t^{L}\right) \\
& \leq \mathbb{P}\left(d_{\frac{t-t^{l+1}}{2}}\left(x, \bar{Y}_{t}\right)>d_{t}(x, y) / 3\right) \\
&+\mathbb{P}\left(d_{t^{t+1}}\left(\bar{X}_{t}, Y_{t}\right)>d_{t}(x, y) / 3 \vee d_{\frac{t-t^{l+1}}{2}}\left(x, \bar{Y}_{t}\right) \leq K t^{\frac{1}{2}}\right) \\
& \leq \mathbb{P}\left(d_{\frac{t-t^{l+1}}{2}}\left(x, \bar{Y}_{t}\right)>B d_{t}(x, y) / 3\right) \\
&+\mathbb{P}\left(d_{t^{t+1}}\left(\bar{X}_{t}, Y_{t}\right)>d_{t}(x, y) / 3 \vee d_{\frac{t-t^{l+1}}{2}}\left(x, \bar{Y}_{t}\right) \leq K t^{\frac{1}{2}}\right) \\
& \leq \mathbb{P}\left(\left\lvert\, S_{\frac{t-l^{l+1}}{\log }}^{\log } \mathcal{S}>B d_{t}(x, y) / 3\right.\right)+\mathbb{P}\left(\left|* \mathcal{R}_{t^{l+1}}^{l}\left(\bar{X}_{t}\right)-Y_{t}\right| \geq\left(d_{t}(x, y) /(3 K)\right)^{l}\right) \\
& \leq K_{L} \exp \left(-\frac{\left(B d_{t}(x, y)\right)^{2}}{72 t L}\right)+\mathbb{P}\left(\left|* \mathcal{R}_{t^{l+1}}^{l}\left(\bar{X}_{t}\right)-Y_{t}\right| \geq\left(d_{t}(x, y) /(3 K)\right)^{l}\right)
\end{aligned}
$$

(by Theorem 2.1.1).
Now note that

$$
\left|* \mathcal{R}_{t^{l+1}}^{l}\left(\bar{X}_{t}\right)-* \bar{X}_{t}\right|<L G t^{l+1} \leq \frac{L G}{(3 K)^{l+1}}\left(d_{t}^{l}(x, y)\right)^{2(l+1)}
$$

Then we can continue the above calculation to obtain, using Theorem 6.3.1 (consequence of Theorem 2.1.1):

$$
\begin{aligned}
& \mathbb{P}\left(\left|Y_{t}-y\right| \leq t^{L}\right) \\
& \quad \leq K_{L} \exp \left(-\frac{\left(B d_{t}(x, y)\right)^{2}}{72 t L}\right) \\
& \quad+\mathbb{P}\left(\left|* \bar{X}_{t}-Y_{t}\right| \geq\left(d_{t}(x, y) /(3 K)\right)^{l}-\frac{L G}{(3 K)^{l+1}}\left(d_{t}(x, y)\right)^{2(l+1)}\right) \\
& \quad \leq K_{L} \exp \left(-\frac{\left(B d_{t}(x, y)\right)^{2}}{72 t L}\right)+E \exp \left(-\frac{\bar{E} d_{t}(x, y)^{\frac{2 l}{l+1}}}{t}\right)
\end{aligned}
$$

for some polynomial constants $E$ and $\bar{E}$. The result follows.
Theorem 8.1.3. Let $(x, \sigma, F)$ be a uniformly ( $L, g, \mathcal{G}$ ) mixed-tense $(g \geq n+3)$, uniformly $\left(L, H_{L}\right)$ detailed weak progressive Hörmander system, set $l=L$, there exists polynomial constants $C, D, M$ and $\nu$ such that for any $y \in \mathbb{R}^{n}$ with $d_{t, \infty, \log }(x, y) \leq D$ and any $t \leq D$,

$$
p_{t}(x, y) \leq C \frac{e^{-\frac{M d_{t, \log , \infty}(x, y)^{2}}{t}}}{t^{\nu}}
$$

Proof. The proof is exactly the same as the proof of Theorem 8.1.2.
We note the following, which is interesting in itself:
Lemma 8.1.1. Let $d \in \mathbb{N}$. Consider the following vector fields in $\mathcal{T}^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ : for $i=$ $0,1,2, \ldots d$, for $z \in \mathcal{T}^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right), w_{z}^{i}=\sum_{|(\alpha, i)| \leq l} z^{\alpha} \frac{\partial}{\partial z^{(\alpha, i)}}$ (with the convention that $z^{\varnothing}=1$ ) The tension $G$ of order $(\bar{l}, \infty)$ of the SDE driven by $w$, restricted to a Euclidean ball of radius $R$ ( $R>0$ ), is bounded above by a constant that depends on $\bar{l}$ and $R$ only.

Proof. We have, by Cauchy-Schwarz:

$$
\begin{aligned}
G & \leq \sum_{N \geq 0} \sup _{\substack{v \in T^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right) \\
|v|=1}} \sup _{x \in B(0, R)} \sup _{\substack{v^{1}, v^{2} \ldots v^{N} \in T^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right) \\
\left|v^{1}\right|,\left|v^{2}\right|, \ldots\left|v^{N}\right|=1}} \sum_{\substack{\gamma \in \operatorname{Multi}(\{0,1, \ldots, d\}) \\
|\gamma| \leq \bar{l}}}\left\langle\frac{\partial w_{x}^{\gamma}}{\partial v^{1} \partial v^{2} \ldots \partial v^{N}}, v\right\rangle^{2} \\
& \leq \sum_{N \geq 0} \sup _{\substack{v \in T^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right) \\
|v|=1}} \sup _{\substack{ \\
x \in B(0, R)}} \sum_{\substack{\left|\alpha^{k}\right| \leq l \forall k \\
\alpha \in \operatorname{Multi}(\{0,1, \ldots, d\})}}\left\langle\frac{\partial w_{x}^{\gamma}}{\substack{\gamma \in \operatorname{Multi}(\{0,1, \ldots, d\}) \\
|\gamma| \leq \bar{l}}}<\right.
\end{aligned}
$$

Now, observe the following crucial fact:

$$
\frac{\partial w_{z}^{\gamma}}{\partial e^{\beta}}=\frac{\partial}{\partial z^{(\beta, \gamma)}}
$$

so we can continue the above calculation as follows:

$$
\begin{aligned}
& G \leq \sum_{N \geq 0} \sup _{\substack{v \in T^{l} l\left(\mathbb{R}^{d}, \mathbb{R}\right) \\
|v|=1}} \sup _{x \in B(0, R)} \sum_{\forall k,\left|\alpha^{k}\right| \leq l} \sum_{\substack{\gamma \in \operatorname{Multi}(\{0,1, \ldots, d\}) \\
|\gamma| \leq \bar{l}}}\left\langle\frac{\partial w_{x}^{\gamma}}{\partial e^{\alpha^{1}} \partial e^{\alpha^{2}} \ldots \partial e^{\alpha^{N}}}, v\right\rangle^{2} \\
& \leq \sum_{N \geq 0} \sup _{\substack{v \in T^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right) \\
|v|=1}} \sup _{\substack{x \in B(0, R)}}\left(\sum_{\substack{\gamma \in \operatorname{Multi}(\{0,1, \ldots, d\}) \\
|\gamma| \leq \bar{l}}}\left\langle\sum_{\beta} \frac{x^{\beta} \partial}{\partial x^{(\beta, \gamma)}}, v\right\rangle^{2}+\sum_{\substack{\gamma \in \operatorname{Multi}(\{0,1, \ldots, d\}) \\
|\gamma| \leq \bar{l}}} \sum_{\beta}\left\langle\frac{\partial}{\partial x^{(\beta, \gamma)}}, v\right\rangle^{2}\right) \\
& \leq \bar{l}|v|^{2}|x|^{2}+\bar{l}|v|^{2}=\bar{l}+\bar{l}|x|^{2} \leq \bar{l}\left(1+R^{2}\right) .
\end{aligned}
$$

LEMMA 8.1.2. Let $d \in \mathbb{N}$. Consider the following vector fields in $\mathcal{L}^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ : for $i=$ $0,1,2, \ldots d$, for $z \in \mathcal{T}^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right), w_{z}^{i}=\sum_{\#(\alpha) \leq l-1} z^{\alpha} \frac{\partial}{\partial z^{(\alpha, i)}}$ (with the convention that $z^{\varnothing}=$ 1). The weak Hörmander constant $H_{l}$, restricted to a Euclidean ball of radius $R(R>0)$ in $\mathcal{L}^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right)$, is bounded below by a proper constant (depending on $l$ and $R$ only, not on $d$ ).

Proof. By Lemmas 3.5 .1 and 8.1.1, is equivalent to prove that any vector $v$ in $\mathcal{L}^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ there exist some $\lambda_{\alpha}$ such that $\sum_{|\alpha| \leq l} \lambda_{\alpha} w^{[\alpha]}=v$. It is equivalent to prove the result over $\mathcal{L}^{l}\left(\mathbb{R}^{d}\right)$ rather than $\mathcal{L}^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right)$, indeed, it follows from the orthogonality of multi-indices that are not a reordering of each other that if

$$
v \in \mathcal{L}^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right) \subset \mathcal{L}^{l}\left(\mathbb{R}^{d+1}\right)
$$

and

$$
\sum_{\substack{\#(\alpha) \leq l \\ \alpha \in \operatorname{Multi}(\{0,1, \ldots, d\})}} \lambda_{\alpha} w^{[\alpha]}=v,
$$

then

$$
\sum_{\substack{|\alpha| \leq l \\ \text { ulti }\{0,1, \ldots, d\})}} \lambda_{\alpha} w^{[\alpha]}=v
$$

(identifying $\mathcal{L}^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ and its corresponding subset of $\mathcal{L}^{l}\left(\mathbb{R}^{d+1}\right)$ )
We prove this result by induction over $l$. The result is clearly true for $l=1$. Now suppose the result is true for $l$. There is a constant $C_{l}$ such that for any unit $v \in \mathcal{L}^{l}\left(\mathbb{R}^{d}\right)$ and any $z \in \mathcal{L}^{l}\left(\mathbb{R}^{d}\right)$ with $|z| \leq R$, there exist $\lambda$ such that

$$
\sum_{\#(\alpha) \leq l} \lambda_{\alpha} w^{[\alpha]}=v
$$

and $\sum_{\alpha} \lambda_{\alpha}^{2} \leq C_{l}^{-1}$ Now, for fixed $z \in \mathcal{L}^{l+1}\left(\mathbb{R}^{d}\right)$, let $u \in \mathcal{L}^{l+1}\left(\mathbb{R}^{d}\right)$ be a unit vector. Set $v=\operatorname{Pr}_{\mathcal{L}^{l}\left(\mathbb{R}^{d}\right)}(u)$ and apply the induction hypothesis. We now have a $\lambda \in \mathcal{L}^{l}\left(\mathbb{R}^{d}\right)$ such that $\sum_{\#(\alpha) \leq l} \lambda_{\alpha}^{2} \leq C_{l}^{-1}$ and

$$
\operatorname{Pr}_{\mathcal{L}^{l}\left(\mathbb{R}^{d}\right)}(u)=\operatorname{Pr}_{\mathcal{L}^{l}\left(\mathbb{R}^{d}\right)}\left(\sum_{\#(\alpha) \leq l} \lambda_{\alpha} w^{[\alpha]}\right)
$$

Recall the explicit formula for $w^{[\alpha]}: w^{[\alpha]}=\sum_{\beta} z_{\beta} \frac{\partial}{\partial z^{(\beta,[\alpha])}}$. In particular, $\left|w^{[\alpha]}\right| \leq R$. It follows that

$$
\mid \operatorname{Pr}_{\operatorname{span}}^{\#(\alpha)=l+1}\left(\left.e e^{[\alpha])}\left(\sum_{\#(\alpha) \leq l} \lambda_{\alpha} w^{[\alpha]}\right)\right|^{2} \leq R^{2} C_{l}^{-1}\right.
$$

Now note that for $\# \alpha=l+1, w^{[\alpha]}=\frac{\partial}{\partial z^{[\alpha]}}$. Therefore, using also Proposition 7.0.9, we see that there exist some $\lambda_{\alpha}$ (with $\#(\alpha)=l+1$ ) such that

$$
\sum_{\#(\alpha)=l+1} w^{[\alpha]}=\operatorname{Pr}_{\operatorname{span}_{\#(\alpha)=l+1} e^{[\alpha]}(u)-\operatorname{Pr}_{\text {span }}^{\#(\alpha)=l+1}} e^{[\alpha]}\left(\sum_{\#(\alpha) \leq l} \lambda_{\alpha} w^{[\alpha]}\right)
$$

and

$$
\sum_{\#(\alpha)=l+1}\left|\lambda_{\alpha}\right|^{2} \leq 2\left(R^{2} C_{l}^{-1}+R^{2}\right) B_{l}
$$

where $B_{l}$ is the constant from Proposition 7.0.9. Clearly this implies

$$
\begin{aligned}
& \sum_{\#(\alpha) \leq l+1} \lambda_{\alpha} w^{[\alpha]}=u \quad \text { and } \\
& \sum_{\#(\alpha) \leq l+1}\left|\lambda_{\alpha}\right|^{2} \leq 2\left(R^{2} C_{l}^{-1}+R^{2}\right) B_{l}+C_{l}^{-1}
\end{aligned}
$$

We can therefore set $C_{l+1}=\left(2\left(R^{2} C_{l}^{-1}+R^{2}\right) B_{l}+C_{l}^{-1}\right)^{-1}$, which concludes the proof.

### 8.2. Global upper bound for a weak Hörmander system with drift

Here we prove the analogue the result in [37] for systems with drift, with constants which are still independent of $m$, but exhibit fast dependence in $d$. The key, local part of the estimate was already achieved in the SDE case in [39]. The difference is that our estimate is global (we use Theorem 8.1.2), but that is at the cost of using the distance $d_{t}$ instead of $\tilde{d}_{t}$ (as in [39]). Of course, no lower bound could hold with the distance $d_{t}$ in general ${ }^{1}$. Still, our global bound is space-time integrable.

Lemma 8.2.1. Let $(x, \sigma, F)$ be a uniformly $(L, g, G)$-tense, uniformly $\left(L, H_{L}\right)$ weak Hörmander system. For $l \geq L$, if $g \geq l+3$ the model $\left(\mathcal{S}, \mathbb{R}^{n}, F_{t}^{\log (S) T}\right)$ is regular, and the corresponding constants $\gamma, \Gamma, \rho_{1}, \rho_{2}, \rho_{3}, \bar{\rho}_{1}$ only depend on the constants from the assumptions, and in particular, do not depend on the initial point $x$.

Proof. Similar results have been proved, in a different formulation, in the drift-free case in [37] and in the general case in [39]. Our proof is similar but we work on (projections of) logsignatures rather than signatures. Our notation is closer to [37] (cf. Lemmas (3.15) and (3.23)) than [39], but our result, like [39] but unlike [37], is general enough to apply to systems with non trivial drifts.

Let $r_{1}=\frac{1}{2} \min \left(\frac{\varepsilon}{K} \frac{\beta}{4 n!K^{2 n}}\right)$. For $u \in B\left(0, r_{1}\right) \subset \mathcal{S}_{l}$, consider the map

$$
f_{u}: B\left(0, r_{1}\right) \rightarrow R^{n}, \xi \mapsto F_{0}^{\log (S), T}\left(u+\left(\left.J F_{0}^{\log (S), T}\right|_{u}\right)^{T} \xi\right)
$$

We have $\beta_{f_{u}} \geq \beta / 2$, and the derivatives of $f$ are uniformly bounded by a (proper) constant independent of $u$ and $x$. In particular, applying Lemma 5.2.2, we see that there are proper constants $r_{2}, r_{3}<r_{1}$ and $C$ (not dependent on $u$ ) such that there exists an open subset $W_{u}$ of $B\left(u, r_{2}\right)$

[^15]such that $f_{u}: W_{u} \rightarrow B\left(f_{u}(u), r_{3}\right)$ is diffeomorphic, and for any $y \in \mathbb{R}^{n}$, setting $g_{u}(y)=$ $u+\left(\left.J F_{0}^{\log (S), T}\right|_{u}\right)^{T} f_{u}^{-1}(y)$, we have
\[

$$
\begin{equation*}
\left|y-f_{u}(u)\right| \leq r_{3} \Longrightarrow\left|g_{u}(y)\right| \leq C\left|y-f_{u}(0)\right| \tag{8.2.1}
\end{equation*}
$$

\]

For $u \in B\left(0, r_{2}\right)$, similarly to the proof of the regularity of linear models (cf. 5.1.8) we define $R_{1}(u)$ such that

$$
\left|R_{1}(u)\right|_{U}=\min \left(|\bar{u}|_{U}: F_{t}(\bar{u})=F_{t}(u)\right)
$$

For a continuously differentiable curve $h$ in $\mathbb{R}^{d+1}$ we will write $\operatorname{sol}(x, h)$ for the solution to the differential equation

$$
\begin{aligned}
X_{0} & =x \\
d X_{s} & =\sum_{i=0}^{d} \sigma^{i}\left(X_{s}\right) d h_{s}^{i}
\end{aligned}
$$

Note that for any $x_{1}, x_{2} \in \mathbb{R}^{m}$ and any smooth curve $h$,

$$
\begin{equation*}
\left|\operatorname{sol}\left(x_{1}, h\right)-\operatorname{sol}\left(x_{2}, h\right)\right| \leq e^{G}\left|x_{1}-x_{2}\right| \tag{8.2.2}
\end{equation*}
$$

Now, let $h^{1}$ be a smooth curve in $\mathbb{R}^{d+1}$, parametrised over $[0,1]$ such that $\log \operatorname{sig}\left(h^{1}\right)=(t, u)$. Let also $h^{2}$ be a curve in $\mathbb{R}^{d+1}$ (also parametrised over $[0,1]$ ) such that $\operatorname{logsig}\left(h^{2}\right)=\left(t, R_{1}(u)\right)^{-1}$, where $\left(t, R_{1}(u)\right)^{-1}$ denotes the group inverse of $\left(t, R_{1}(u)\right)$. We can ensure $\left|h^{2}\right|_{L^{2}}^{2} \leq C\left(t+|u|_{U}^{2}\right)$ and $\left|h^{1}\right|_{L^{2}}^{2} \leq C\left(|u|_{U}^{2}+t\right)$ for some new constant $C$ still not dependent on $x$ or $u$. Note that if we write $\bar{h}^{2}$ for the curve that satisfies $\bar{h}_{s}^{2}=h_{1-s}^{2}$ for all $s$, then $\log \operatorname{sig}\left(\bar{h}^{2}\right)=\left(t, R_{1}(u)\right)$.

Let

$$
v=\operatorname{Pr}_{\mathcal{S}_{l}}\left((t, u) \otimes\left(t, R_{1}(u)\right)^{-1}\right)
$$

In the calculations that follow, $C, r_{1}, r_{2}$ is are constants that can change in each line but only depends on the constants in the original assumptions, and in particular does not depend on $u$ or $x$.

We have on the one hand:

$$
\left|\operatorname{sol}\left(x, \bar{h}^{2}\right)-F_{x, t}^{\log (S), T}(u)\right|=\left|\operatorname{sol}\left(x, \bar{h}^{2}\right)-F_{x, t}^{\log (S), T}\left(R_{1}(u)\right)\right| \leq C\left|R_{1}(u)\right|_{U}^{l+1}
$$

and on the other hand

$$
\left|\operatorname{sol}\left(x, h^{1}\right)-F_{x, t}^{\log (S), T}(u)\right| \leq C|u|_{U}^{l+1}
$$

Combining both of the above, we have

$$
\left|\operatorname{sol}\left(x, h^{1}\right)-\operatorname{sol}\left(x, \bar{h}^{2}\right)\right| \leq C\left(|u|_{U}^{l+1}+\left|R_{1}(u)\right|_{U}^{l+1}\right)
$$

and therefore, using Eq. (8.2.2),

$$
\begin{aligned}
\left|x-\operatorname{sol}\left(x, h^{1} \otimes h^{2}\right)\right| & =\left|\operatorname{sol}\left(x, \bar{h}^{2} \otimes h^{2}\right)-\operatorname{sol}\left(x, h^{1} \otimes h^{2}\right)\right| \\
& \leq C\left(|u|_{U}^{l+1}+\left|R_{1}(u)\right|_{U}^{l+1}\right)
\end{aligned}
$$

But we also have

$$
\left|F_{x, 0}^{\log (S), T}(v)-\operatorname{sol}\left(x, h^{1} \otimes h^{2}\right)\right| \leq C\left(|u|_{U}^{l+1}+\left|R_{1}(u)\right|_{U}^{l+1}\right)
$$

Therefore, combining the above, we obtain

$$
\left|F_{x, 0}^{\log (S), T}(v)-x\right| \leq C\left(|u|_{U}^{l+1}+\left|R_{1}(u)\right|_{U}^{l+1}\right) \leq C|u|_{U}^{l+1}
$$

Using (8.2.1), it follows (after making $r_{1}$ smaller, but still not dependent on $x$ or $u$ ) that for $|u|_{U} \leq r_{1}$, we have

$$
\begin{equation*}
\left|g_{v}\left(F_{x, 0}^{\log (S), T}(v)-x\right)-v\right| \leq C|u|_{U}^{l+1} \tag{8.2.3}
\end{equation*}
$$

We therefore define

$$
R_{2}(u)=g_{v}\left(F_{x, 0}^{\log (S), T}(v)-x\right)
$$

Equation (8.2.3), and Lemmas 5.1.2, Lemma 14 and Proposition 6.3.4 ensure that

$$
\left|R_{2}(u)\right|_{U} \leq C|v|_{U}+C|u|_{U}^{(l+1) / l} \leq C\left(\left|R_{1}(u)\right|_{U}+|u|_{U}+|u|_{U}^{(l+1) / l}\right) \leq C|u|_{U}
$$

and we can set $\gamma=C$ for the $C$ from the above equation. Note that the use of Proposition 6.3.4 is a crucial step of the proof.

The smoothness and differentiability of $\left.R_{2}\right|_{F_{t}^{-1}(\{u\})}$ follow from the corresponding properties of $g_{u}$, and the comparison between the volume forms on the fibers $F_{t}^{-1}\left(\left\{F_{t}(u)\right\}\right)$ and $F_{0}^{-1}\left(\left\{F_{0}(0)\right\}\right)$ follows from the bounds on the determinant of $g_{u}$ and its inverse.

Finally, similarly to the the proof of the regularity of linear models 5.1.8, if

$$
|u|, \sqrt{t} \leq(2(I+1))^{-I / 2}\left(r_{1} / 2\right)^{I}
$$

then $|u|_{U} \leq r_{1}$, so we can set $\rho_{3}=(2(I+1))^{-I / 2}\left(r_{1} / 2\right)^{I}$. Then setting $\rho_{2}=\rho_{3} / 2$, we certainly have again that $|u|, \sqrt{t} \leq \rho_{1}:=\left(\frac{\rho_{2}}{2 C \sqrt{2(I+1)}}\right)^{I}$ implies $\left|R_{1}(u)\right|_{U} \leq|u|_{U} \leq \rho_{2} / C$ and $\left|R_{2}(u)\right| \leq \rho_{2}$, as required.

REMARK 8.2.2. It is interesting to see how simple addition of vectors in the proof of 5.1.8 replaces approximate Lie group multiplication in the proof of 8.2.1. This is related to the intuitive idea, explained in the introduction, that the definition of $d_{t, \log , \infty}$ obtained from a definition of the control distance through getting rid of the exponential function in the RDE

$$
d z=\partial f . d \gamma=\partial f . d \exp (\log (\gamma))
$$

for the control.
THEOREM 8.2.1. Let $(x, \sigma, F)$ be a uniformly $(L, g, G)$-tense, uniformly $\left(L, H_{L}\right)$ weak Hörmander system, with $g \geq(2 n+2)^{2} 2^{4 L}+n+3$. There exist constants $D, C$ and $M$, depending only on $d, n, H_{L}, L, G$, such that for any $x, y$ and any $t \leq D$,

$$
p_{t}(x, y) \leq C \frac{e^{-\frac{d_{t}(x, y)^{2}}{M t}}}{\left|B_{d_{t}}(x, \sqrt{t})\right|}
$$

Proof. Let $l=(2 n+2)^{2} 2^{4 L}$. Let $S$ denote the projection of the $\log$ signature of $W$ on $\mathcal{S}$ as a random variable. Consider the system $\left(0, \operatorname{Pr}_{\mathcal{S}}\left(w^{i}\right), \mathrm{Id}\right)$, where as usual, $w^{i}$ denote the free vector fields in $T^{l}\left(\mathbb{R}^{d+1}\right)$. Consider a smooth localising function $\xi$ such that $\xi(S)=1$ if $|S| \leq \frac{\rho}{2}$ and $\xi(S)=0$ when $|S| \geq \rho$, where $\rho$ is taken small enough to ensure

$$
\operatorname{det}\left(J F_{t, S}^{S T}\left(J F_{t, S}^{S T}\right)^{T}\right)>\frac{H_{L}}{2}
$$

Note that $J F^{S T}$ and its derivatives are bounded above by some constant $K$ for any $t \leq 1$ (because $g \geq(2 n+2)^{2} 2^{4 L}+n+3$ and $\left.l=(2 n+2)^{2} 2^{4 L}\right)$.

Note that because $S_{T}$ is the solution at time $T$ of the system $\left(0, \operatorname{Pr}_{\mathcal{S}}\left(w^{i}\right), \mathrm{Id}\right)$, and this system (for any $T \leq \rho$ ), restricted to a ball of radius $\rho$, is uniformly tense and weak Hörmander for some fixed constants depending only on $d, n, H_{L}, L, G$, we can apply Theorem 4.4.1 with the localising function $\xi(S)$ to obtain (for any $T \leq \rho$ ):

$$
\mathbb{E}\left(\xi\left(S_{T}\right) \delta\left(S_{T}=u\right)\right) \leq C \frac{e^{-\frac{|u|^{2}}{M T}}}{T^{k}}
$$

for some constants $C, M, k$.
Now, for $T \leq \rho$ (for instance, $T=\rho$ ), for any $t \leq T$, consider the random variable $R=$ $\delta_{\sqrt{T / t}}\left(S_{t}\right)$. Because of Brownian scaling, $R_{t}$ is distributed in the same way as $S_{T}$. As a result,

$$
\mathbb{E}\left(\xi\left(R_{T, t}\right) \delta\left(R_{T, t}=u\right)\right) \leq C \frac{e^{-\frac{|u|^{2}}{M T}}}{T^{k}}
$$

Thus we can apply Theorem 8.1.1 to obtain:

$$
\begin{equation*}
\mathbb{E}\left(\xi\left(R_{T, t}\right) \delta\left(S_{t}=u\right)\right) \leq C \frac{e^{-\frac{|u|_{\mathcal{S}}^{2}}{M t}}}{t^{\frac{\nu}{2}}} \tag{8.2.4}
\end{equation*}
$$

where $\nu$ is the homogeneous dimension of $\mathcal{S}$.
Further localisation, and further use of scaling, would yield the global equivalent of the above estimate without a localising function, as is performed in [37] (cf. Theorem 3.12). This is not strictly necessary to obtain the final estimate however, and to stay in line with the proof of our other theorems, we don't go in this direction, and stop at the estimate (8.2.4).

Now, we can use the disintegration argument from our theory on models, more specifically, Theorem 5.1.1, to obtain the following:

$$
\begin{aligned}
\mathbb{E}\left(\xi\left(R_{T, t}\right) \delta\left(\bar{Y}_{t}=y\right)\right) & \leq C \frac{e^{-\frac{d_{t}^{l}(x, y)^{2}}{M t}}}{\left|B_{d_{t}^{l}}(x, \sqrt{t})\right|} \\
& \leq C \frac{e^{-\frac{d_{t}(x, y)^{2}}{M t}}}{\left|B_{d_{t}}(x, \sqrt{t})\right|}
\end{aligned}
$$

for some (different) $C, M$ changing between the two expressions after an application of Theorem 7.0.1.

Now, we can compare the ( $\xi\left(R_{T, t}\right)$-perturbed) density of the KSTA $\bar{Y}_{t}$ to that of the actual solution $Y_{t}$ using Theorem 6.4.1 to get:

$$
\mathbb{E}\left(\xi\left(R_{T, t}\right) \delta\left(Y_{t}=y\right)\right) \leq C \frac{e^{-\frac{d_{t}(x, y)^{2}}{M t}}}{\left|B_{d_{t}}(x, \sqrt{t})\right|}+M t
$$

for some (different) $C, M, D$ and for any $t, d_{t}(x, y)^{2} \leq D$.
Now, because the Malliavin derivative of $\xi\left(R_{T, t}\right)$ is bounded regardless of whether $\left|S_{t}\right| \leq \rho$, $1-\xi\left(R_{T, t}\right)=0$ whenever $\left|S_{t}\right|>\frac{\rho}{2}$ and the system $((x),(\sigma), F)$ is uniformly tense and weak Hörmander, we can use Theorem 4.4.1 with localising function $\left(1-\xi\left(R_{T, t}\right)\right)$ to obtain:

$$
\begin{aligned}
\mathbb{E}\left(\left(1-\xi\left(R_{T, t}\right)\right) \delta\left(Y_{t}=y\right)\right) & \left.\leq C \frac{e^{-\frac{|* x-y|^{2}}{M t}}}{t^{k}} \sqrt{\mathbb{P}\left(\left|S_{t}\right| \geq \frac{\rho}{2}\right.}\right) \\
& \leq C \frac{e^{-\frac{|* x-y|^{2}}{M t}}}{t^{k}} e^{-\frac{Q}{t}} \\
& \leq C e^{-\frac{Q}{t}} \leq C t
\end{aligned}
$$

for some $C, M, Q, k$ changing from line to line and for any $t \leq D$ for some constant $D$.
Fix a constant $M_{1} \leq D$ (for instance, $M_{1}=D$ ). For $t \leq e^{-\frac{d_{t}(x, y)^{2}}{2 \nu M t}}$, where $\nu$ is the constant in Theorem 8.1.2, using the above estimates, we get the following (where $C, M, Q$ are constants that are allowed to depend on $M_{1}$ and to change from line to line):

$$
\begin{align*}
\mathbb{E}\left(\delta\left(Y_{t}=y\right)\right) & =\mathbb{E}\left(\xi\left(R_{T, t}\right) \delta\left(Y_{t}=y\right)\right)+\mathbb{E}\left(\left(1-\xi\left(R_{T, t}\right)\right) \delta\left(Y_{t}=y\right)\right)  \tag{8.2.5}\\
& \leq C \frac{e^{-\frac{d_{t}(x, y)^{2}}{M t}}}{\mid B_{d_{t}(x, \sqrt{t}) \mid}}+M t+C t \\
& \leq C \frac{e^{-\frac{d_{t}(x, y)^{2}}{M t}}}{\mid B_{d_{t}(x, \sqrt{t}) \mid}}+(M+C) e^{-\frac{d_{t}(x, y)^{2}}{2 \nu M t}} \\
& \leq C \frac{e^{-\frac{d_{t}(x, y)^{2}}{M t}}}{\left|B_{d_{t}}(x, \sqrt{t})\right|}
\end{align*}
$$

Now, for $t \geq e^{-\frac{d_{t}(x, y)^{2}}{2 \nu M t}}$, using Theorem 8.1.2, we get (for some constant $\nu$ and some constants $C, M$ that can change from line to line, $M$ coming from the application of Theorem 8.1.2), for any $x, y, t$ such that $t, d_{t}(x, y)^{2} \leq D$ (for some constant $D$ )

$$
\begin{align*}
\mathbb{E}\left(\delta\left(Y_{t}=y\right)\right) & \leq C \frac{e^{-\frac{d_{t}(x, y)^{2}}{M t}}}{t^{\nu}}  \tag{8.2.6}\\
& \leq C e^{-\frac{d_{t}(x, y)^{2}}{2 M t}} \frac{e^{-\frac{d_{t}(x, y)^{2}}{2 M t}}}{t^{\nu}} \\
& \leq C \frac{e^{-\frac{d_{t}(x, y)^{2}}{2 M t}}}{\left|B_{d_{t}}(x, \sqrt{t})\right|}
\end{align*}
$$

Note that by 7.0.6 and 7.0.14, we have that $d_{t}(x, y) \leq K(1+|* x-y|)$ for some constant $K$. Noting also that for $d_{t}(x, y)^{2} \geq D$ there is a constant $D^{\prime}$ such that $|* x-y| \geq D^{\prime}$ (by Proposition 7.0.7), it follows that $d_{t}(x, y) \leq K(|* x-y|)$ for some (other $K$ ) whenever $d_{t}(x, y)^{2} \geq$ $D$. Finally, if $d_{t}(x, y)^{2} \geq D$, we conclude (by Theorems 4.4.2 and the above remarks) that for some $\nu$,

$$
\begin{equation*}
\mathbb{E}\left(\delta\left(Y_{t}=y\right)\right) \leq C \frac{e^{-\frac{d_{t}(x, y)^{2}}{M t}}}{\left|B_{d_{t}}(x, \sqrt{t})\right|} \tag{8.2.7}
\end{equation*}
$$

for some constants $C, M$.
Putting together the estimates (8.2.5), (8.2.6) and (8.2.7) yields the desired estimate.
8.2.1. Time-dependent SDE. As a particular case of the above theorem, we can obtain a full generalisation to time-dependent coefficients of the main upper bound in [39], and a partial generalisation of the upper bound result in [37].

Let $X$ be the solution to the following SDE:

$$
\begin{aligned}
X_{0} & =x_{0} \in \mathbb{R}^{n} \\
d X_{t} & =\sum_{i=1}^{d} \sigma^{i}\left(t, X_{t}\right) \circ d W_{t}^{i}+\sigma^{0}\left(t, X_{t}\right) d t
\end{aligned}
$$

Define iterated brackets (in $\mathbb{R}^{n}$ ) of the $\sigma^{i}$ 's via the following iterative formula:

$$
\begin{aligned}
\sigma^{[i]} & =\sigma^{i} \quad \text { and } \forall \alpha \in \operatorname{Multi}(\{0,1, \ldots, d\}) \\
\sigma^{[i, \alpha]} & =\frac{\partial \sigma^{[\alpha]}}{\partial \sigma^{i}}-\frac{\partial \sigma^{i}}{\partial \sigma^{[\alpha]}} \quad \text { if } \quad i \neq 0 \quad \text { and } \\
\sigma^{[0, \alpha]} & =\frac{\partial \sigma^{[\alpha]}}{\partial \sigma^{0}}+\frac{\partial \sigma^{[\alpha]}}{\partial t}-\frac{\partial \sigma^{0}}{\partial \sigma^{[\alpha]}} .
\end{aligned}
$$

We assume that the vector fields $\sigma^{i}$ are in $C^{\infty}$ for each $i$, and satisfy the weak Hörmander condition uniformly in the following sense:

There exist constants $L, H_{L}$ such that for all $x \in \mathbb{R}^{n}$, for all $t \in \mathbb{R}^{+}$and for all unit $v \in \mathbb{R}^{n}$,

$$
\sum_{\substack{|\alpha| \leq L \\ \alpha \neq(0)}}\left\langle\sigma^{[\alpha]}(t, x), v\right\rangle^{2} \geq H_{L}
$$

The distances $d_{t}$ and $\tilde{d}_{t}$ from the rest of this thesis have the following definition in this particular context: $d_{t}(x, y)$ is the minimum of

$$
\int_{0}^{1} \sqrt{\left|\dot{\gamma}^{0}{ }_{s}\right|+\sum_{i=1}^{d}\left|\dot{\gamma}^{i}{ }_{s}\right|^{2}} d s
$$

over all the possible smooth curves $\gamma \in \mathbb{R}^{d+1} \otimes[0,1]$ such that

$$
\gamma_{1}^{0}=t
$$

and $y$ is the solution to the following SDE:

$$
\begin{aligned}
X_{0} & =x \\
d X_{s} & =\sum_{i=1}^{d} \sigma^{i}\left(\gamma_{s}^{0}, X_{s}\right) d \gamma_{s}^{i}+\sigma^{0}\left(\gamma_{s}^{0}, X_{s}\right) d t
\end{aligned}
$$

$\tilde{d}_{t}$ is the minimum of

$$
\int_{0}^{1} \sqrt{t+\sum_{i=1}^{d}\left|\dot{\gamma}_{s}^{i}\right|^{2}} d s
$$

over all the possible smooth curves $\gamma \in \mathbb{R}^{d} \otimes[0,1]$ such that $y$ is the solution to the following SDE:

$$
\begin{aligned}
X_{0} & =x \\
d X_{s} & =\sum_{i=1}^{d} \sigma^{i}\left(s, X_{s}\right) d \gamma_{s}^{i}+\sigma^{0}\left(s, X_{s}\right) d t
\end{aligned}
$$

Now, applying Theorem 8.2.1, we obtain:
THEOREM 8.2.2 (General integrable upper bound for time-dependent SDE). Let $X$ be the solution to the following SDE:

$$
\begin{aligned}
X_{0} & =x_{0} \in \mathbb{R}^{n} \\
d X_{t} & =\sum_{i=1}^{d} \sigma^{i}\left(t, X_{t}\right) \circ d W_{t}^{i}+\sigma^{0}\left(t, X_{t}\right) d t
\end{aligned}
$$

where the $\sigma^{i}$ 's are supposed to satisfy the $C^{\infty}$ and weak Hörmander conditions from above. There exist constants $D, C, M>0$ such that for all $t \leq D, X_{t}$ admits a density $p_{t}(x, y)$ satisfying the following inequality:

$$
p_{t}(x, y) \leq C \frac{e^{-\frac{d_{t}(x, y)^{2}}{M t}}}{B_{d_{t}}(x, \sqrt{t})}
$$

where $d_{t}$ is the distance defined above.
In particular, the above implies the following two theorems:
THEOREM 8.2.3 (Time dependent version of Léandre's result from [39]). Let $X$ be the solution to the following SDE:

$$
\begin{aligned}
X_{0} & =x_{0} \in \mathbb{R}^{n} \\
d X_{t} & =\sum_{i=1}^{d} \sigma^{i}\left(t, X_{t}\right) \circ d W_{t}^{i}+\sigma^{0}\left(t, X_{t}\right) d t
\end{aligned}
$$

where the $\sigma^{i}$ 's are supposed to satisfy the $C^{\infty}$ and weak Hörmander conditions from above. There exist constants $D, C, M>0$ such that for all $t \leq D, X_{t}$ admits a density $p_{t}(x, y)$, and for all $x y \in \mathbb{R}^{n}$ such that $\tilde{d}_{t}(x, y) \leq \sqrt{t}$, we have

$$
p_{t}(x, y) \leq \frac{C}{\left|B_{\tilde{d}_{t}}(x, \sqrt{t})\right|}
$$

where $\tilde{d}_{t}$ is the distance defined above.

For vector fields satisfying the analogue of the Kusuoka-Stroock condition:
THEOREM 8.2.4. Let $X$ be the solution to the following SDE:

$$
\begin{aligned}
X_{0} & =x_{0} \in \mathbb{R}^{n} \\
d X_{t} & =\sum_{i=1}^{d} \sigma^{i}\left(t, X_{t}\right) \circ d W_{t}^{i}+\sigma^{0}\left(t, X_{t}\right) d t
\end{aligned}
$$

We assume that
(1) The $\sigma^{i}$ 's are $C^{\infty}$
(2) For any $t \geq 0$, the time-frozen vector fields $\sigma^{1}(t, \cdot), \sigma^{2}(t, \cdot), \ldots, \sigma^{d}(t, \cdot)$ satisfy the (strong) Hörmander condition uniformly.
(3) There exists a constant $\Lambda$ such that for any $x \in \mathbb{R}^{n}$, there exist some real numbers $\lambda_{1}, \ldots, \lambda_{d}$ such that

$$
\begin{gathered}
\sum_{i=1}^{d} \lambda_{i}(x) \sigma^{i}(x)=\sigma^{0}(x) \quad \text { and } \\
\sum_{i=1}^{d}\left|\lambda_{i}(x)\right|^{2} \leq \Lambda
\end{gathered}
$$

Define the distance $d_{t}$ as the minimum of

$$
\int_{0}^{1} \sqrt{\left|\dot{\gamma}^{0}{ }_{s}\right|+\sum_{i=1}^{d} \mid \dot{\gamma}^{i}{ }_{s}{ }^{2}} d s
$$

over all the possible smooth curves $\gamma \in \mathbb{R}^{d+1} \otimes[0,1]$ such that

$$
\gamma_{1}^{0}=t
$$

and $y$ is the solution to the following SDE:

$$
\begin{aligned}
X_{0} & =x \\
d X_{s} & =\sum_{i=1}^{d} \sigma^{i}\left(\gamma_{s}^{0}, X_{s}\right) d \gamma_{s}^{i}
\end{aligned}
$$

Then there exist constants $D, C, M$ such that for any $t \leq D, X_{t}$ admits a density that satisfies, for all $x, y \in \mathbb{R}^{n}$ :

$$
p_{t}(x, y) \leq C \frac{e^{-\frac{d_{t}(x, y)^{2}}{M t}}}{\left|B_{d_{t}}(x, \sqrt{t})\right|}
$$

### 8.3. Polynomial integrable upper bound for progressive Hörmander systems

We now have everything in place to prove the main result of the thesis:
THEOREM 8.3.1. Let $\mathcal{A}=(x, \sigma, F)$, be a uniformly $(r, 2 L+1, g, \mathcal{G})$-mixed tense ${ }^{2}$, uniformly $\left(L, H_{L}\right)$-progressive Hörmander system such that the $\sigma$ are $\left(L, H_{L}\right)$-detailed-Progressively uniformly finitely generated. Suppose that $g \geq 2 L+3+n L$. There exist polynomial constants $C, M, D$ such that for any $t \leq D$,

$$
p_{t}(x, y)=\mathbb{E}_{x}\left(\delta\left(Y_{t}=y\right)\right) \leq C \frac{e^{-\frac{d_{t, \log , \infty}(x, y)^{2}}{M t}}}{\left|B_{d_{t, \log , \infty}}(x, \sqrt{t})\right|}
$$

[^16]If $\mathcal{A}$ is only $(r, L, g, \mathcal{G})$-mixed tense and $(H, L)$-detailed weak progressive Hörmander locally ${ }^{3}$ inside a Euclidean ball $B(* x, R) \subset \mathbb{R}^{n}$, there are proper constants $C, M$ such that the above estimate holds for $y \in B\left(* x, \frac{R}{2}\right)$.

Remark 8.3.1. The proof has the following advantages:

- It works directly with the log-homogeneous distance, and takes advantage of the progressive Hörmander structure of the problem.
- There is no need to use the density of a Kusuoka-Stroock-Taylor approximation to approximate the density of the target random variable, or to use the corresponding Fourier argument from [37] or the corresponding Malliavin calculus argument from $[\mathbf{6}, 50,8]$.
- Assuming a proof of the strongly polynomial equivalent of Theorem 4.4.1, this proof would yield strongly polynomial constants. (This also applies to the proof of Theorem 8.6.1)
Proof. The main differences with the proof of Theorem 8.2.1 are that
- We have to be more careful about scaling, and use the full power of Theorem 5.2.6, rather than the obvious scaling-invariance of Brownian motion
- All constants are polynomial because the previous propositions we are using have polynomial constants
- The main 'auxiliary random variable' of interest is now the compensated signature, but the localising random variable is still composed of a function involving the log signature, as well as other components ${ }^{4}$.
- Thanks to the full construction of the compensated signature, we don't need the Taylor approximation $\tilde{Y}_{t}$ and we can work directly on the actual solution $Y_{t}$. This means we don't need to us Theorem 6.4.1 or any Fourier argument, and is also the reason why we can have a boundedness assumption as weak as controlling the mixed tension of orders $(2 L+1, g)$ rather than $\left((2 n+2)^{2} 2^{4 L}+L+1, g\right)$.
We fix $l=L$ (we truncate signatures at order $L$ ).
Step I [A computational lemma] The first thing to see is that, for $|\log (S)| \leq \rho$ (for some fixed $\rho \leq \frac{1}{2}$ ), norm of the projection $\operatorname{Pr}_{T \backslash \mathcal{L}}(S)$ of the signature $S=\exp (\log (S))$ on the orthogonal complement of the log-signature space $\mathcal{L}^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ is bounded by a proper constant.

Indeed, by the series expansion for the exponential, and writing $U=\log (S)$, we have

$$
\operatorname{Pr}_{T \backslash \mathcal{L}}(\exp (U))=\operatorname{Pr}_{T \backslash \mathcal{L}}\left(\sum_{k=2}^{L} \frac{U^{\otimes k}}{k!}\right) .
$$

Furthermore, distributing the products shows that the Euclidean norm $\left|U^{\otimes k}\right|$ in $T^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ of $U^{\otimes k}$ is bounded by a proper constant times $|U|^{k}$.

Step II [Defining an auxiliary system]
Consider the system $\mathcal{R}$ defined as follows:

$$
\begin{aligned}
(S, X, Z) & \in\left(T^{L}\left(\mathbb{R}^{d}, \mathbb{R}\right)\right) \oplus \mathbb{R}^{m} \oplus\left(\left(T^{L+1}\left(\mathbb{R}^{d}, \mathbb{R}\right) \otimes T^{L}\left(\mathbb{R}^{d}, \mathbb{R}\right)\right) \otimes \mathbb{R}^{m}\right) \\
\left(S_{0}, X_{0}, Z_{0}\right) & =(0, x, 0) \\
d S_{s}^{(\alpha, i)} & =S_{s}^{\alpha} \circ d W_{s}^{i} \\
d X_{s} & =\sum_{i=0}^{d} \sigma^{i}\left(X_{s}\right) \circ d W_{s}^{i}
\end{aligned}
$$

[^17]\[

$$
\begin{aligned}
d Z_{s}^{\beta,(i)} & =\sigma^{\beta}\left(X_{s}\right) \circ d W_{s}^{i} \\
d Z_{s}^{\beta,(\alpha, i)} & =Z_{s}^{\beta, \alpha} \circ d W_{s}^{i} \\
R & =F^{S R_{\infty}}\left(\left(S_{s}, X_{s}, Z_{s}\right)\right)
\end{aligned}
$$
\]

where $R$ is the compensated signature defined in (7.1.1). This means (from the construction of the compensated signature), that $F^{S R_{\infty}}$ takes the following form

$$
\begin{aligned}
\operatorname{Pr}_{F_{i}}\left(F^{S R_{\infty}}(s, S, x, z)\right) & =\sum_{|\alpha|=i} c_{\alpha}^{i} S^{\alpha}+\sum_{|\alpha|=i+1} c_{\alpha}^{i+1} S^{\alpha}+\ldots \\
& +\sum_{|\alpha|=L} c_{\alpha}^{L} S^{\alpha}+\sum_{|\alpha|=L+1} c_{\alpha}^{L+1} Z^{\alpha, \alpha}
\end{aligned}
$$

where for $j=i, i+1, \ldots, L+1$, the $c_{\alpha}^{j}$ 's are column vectors in

$$
F_{i}=\operatorname{span}_{\substack{|\alpha|=i \\ \alpha \neq(0)}} e^{[\alpha]}
$$

coming from the construction of the compensated signature and are such that $F^{S R}$ is a properly bounded linear operator and $\sum_{|\alpha|=i} c_{\alpha}^{i} s^{\alpha}$ has a properly bounded pseudo-inverse.

By straightforward generalisations of step I and Lemma 8.1.2, there is a proper constant $\rho$ such that the system $\mathcal{R}$, restricted to $|(s, S)| \leq \rho$ is uniformly $(L, H)$-weak Hörmander, for some proper constant $H$. Furthermore, a straightforward generalisation of Lemma 8.1.1 ensures that the background space component of $\mathcal{R}$ (still restricted to restricted to $|(s, S)| \leq \rho)$ is uniformly $(L, g, G)$-tense for some proper constant $G$ :

Indeed, write

$$
\begin{aligned}
\Omega & =\left(T^{L}\left(\mathbb{R}^{d}, \mathbb{R}\right)\right) \oplus \mathbb{R}^{m} \oplus\left(\left(T^{L+1}\left(\mathbb{R}^{d}, \mathbb{R}\right) \otimes T^{L}\left(\mathbb{R}^{d}, \mathbb{R}\right)\right) \otimes \mathbb{R}^{m}\right) \\
& =\operatorname{span}_{\alpha} e^{\alpha} \oplus \operatorname{span}_{i} e_{i} \oplus \operatorname{span}_{\alpha, \beta, i} e_{i}^{\alpha, \beta} \\
\mathcal{M} & =\operatorname{Multi}(\{0,1, \ldots, d\}) \\
\forall v & \in \Omega, \bar{\alpha}=(\alpha, \beta, \gamma) \in \mathcal{M} \otimes(\mathcal{M} \otimes \mathcal{M}), \bar{v}_{\bar{\alpha}}=e^{\alpha}+\sum_{i} \bar{v}_{i} e_{i}+\sum_{i} \bar{v}_{i}^{\beta, \gamma} e_{i}^{\beta, \gamma},
\end{aligned}
$$

write (with some notational shortcuts)

$$
\begin{aligned}
w^{i}= & \sum_{\alpha, i} z^{\alpha} \frac{\partial}{\partial z^{(\alpha, i)}}+\sum_{i} \sigma^{i}\left(\operatorname{Pr}_{\operatorname{span}_{i} e_{i}}(z)\right) \cdot \frac{\partial}{\partial z} \\
& +\sum_{\alpha, \beta, i} z^{\beta, \alpha} \frac{\partial}{\partial z^{\beta,(\alpha, i)}}+\sum \sigma^{\beta}\left(\operatorname{Pr}_{\text {span }_{i} e_{i}}(z)\right) \cdot \frac{\partial}{\partial z^{\beta,(i)}}
\end{aligned}
$$

for the vector fields driving the above equation, $E$ for the standard basis of $\mathbb{R}^{m}$, and write components of elements of $\Omega$ as $z^{\alpha}=z_{\varnothing}^{\alpha, \varnothing}, z_{i}=z_{i}^{\varnothing, \varnothing}, z_{i}^{\alpha, \beta}$ for $\alpha, \beta \in \operatorname{Multi}(\{0,1, \ldots, d\})$, $i \in\{0,1, \ldots, d\}$. Using vector field notation, and notational shortcuts such as $\frac{\partial}{\partial z^{\alpha, \beta}}$ for $\sum_{i} \frac{\partial}{\partial z_{i}^{\alpha, \beta}}$, writing $\bar{\gamma}$ for the truncation of the multi-index $\gamma$ so that $\gamma=\left(\bar{\gamma}, \gamma_{\#(\gamma)}\right)$, for any $v \in \Omega$ with $|v|=1$ any $x \in B(0, R) \subset \Omega$, and any $v^{1}, v^{2} \ldots, v^{N} \in \Omega$ with $\left|v^{1}\right|,\left|v^{2}\right|, \ldots,\left|v^{N}\right|=1$, then we have
(8.3.1) $\sum_{0 \leq N \leq g} \sum_{\substack{\gamma \in \mathcal{M} \\|\gamma| \leq L}}\left\langle\frac{\partial^{N} w_{x}^{\gamma}}{\partial v^{1} \partial v^{2} \ldots \partial v^{N}}, v\right\rangle^{2}$

$$
\begin{aligned}
& \leq \sum_{\substack{0 \leq N \leq g}} \sum_{\substack{\forall k,\left|\alpha^{k}\right| \leq l}} \sum_{\substack{\gamma \in \mathcal{M} \\
\alpha^{k} \in \mathcal{M} \otimes(\mathcal{M} \otimes \mathcal{M}) \\
|\gamma| \leq L}}\left\langle\frac{\partial^{N} w_{x}^{\gamma}}{\partial v_{\alpha^{1}}^{1} \partial v_{\alpha_{2}}^{2} \ldots \partial v_{\alpha^{N}}^{N}}, v\right\rangle^{2} \\
& \leq \sum_{\substack{\gamma \in \mathcal{M} \\
|\gamma| \leq L}}\left\langle\sum_{\delta} \frac{x^{\delta} \partial}{\partial x^{(\delta, \gamma)}}, v\right\rangle^{2}+\sum_{\substack{\gamma \in \mathcal{M} \\
|\gamma| \leq L}} \sum_{\delta}\left\langle\frac{\partial}{\left.\partial x^{(\delta, \gamma)}, v\right\rangle^{2}}\right.
\end{aligned}
$$

$$
\begin{aligned}
& +\sum_{\substack{\gamma \in \mathcal{M} \\
|\gamma| \leq L}}\left\langle\frac{\partial^{N} \sigma^{\gamma}}{\partial \operatorname{Pr}_{\text {span }_{i} e_{i}}\left(v^{1}\right) \partial \operatorname{Pr}_{\text {span }_{i} e_{i}}\left(v^{2}\right) \ldots \partial \operatorname{Pr}_{\text {span }_{i} e_{i}}\left(v^{N}\right)} \frac{\partial}{\partial x .}, v\right\rangle^{2} \\
& \sum_{0 \leq N \leq g} \sum_{\substack{\gamma \in \mathcal{M} \\
|\gamma| \leq L}} \sum_{|\beta|=L+1}\left\langle\sum_{\alpha} \frac{x^{\beta, \alpha} \partial}{\partial x^{\beta,(\alpha, \gamma)}}, v\right\rangle^{2}+\sum_{\substack{\gamma \in \mathcal{M} \\
|\gamma| \leq L}} \sum_{\beta \mid=L+1} \sum_{\alpha}\left\langle\frac{\partial}{\partial x^{\beta,(\alpha, \gamma)}}, v\right\rangle^{2} \\
& +\sum_{0 \leq N \leq g} \sum_{\substack{\gamma \in \mathcal{M} \\
|\gamma| \leq L}} \sum_{|\beta|=L+1}\left\langle\frac{\partial^{N} \sigma^{(\beta, \bar{\gamma})}}{\partial \operatorname{Pr}_{\text {span }_{i} e_{i}}\left(v^{1}\right) \partial \operatorname{Pr}_{\text {span }_{i} e_{i}}\left(v^{2}\right) \ldots \partial \operatorname{Pr}_{\text {span }_{i} e_{i}}\left(v^{N}\right)} \frac{\partial}{\partial x^{\beta, \gamma \#(\gamma)}}, v\right\rangle^{2} \\
& \leq\left(L|v|^{2}|x|^{2}+L|v|^{2}\right)+\mathcal{G}+\left(L|v|^{2}|x|^{2}+L|v|^{2}\right)+\mathcal{G} \sum_{\beta} \sum_{\gamma}\left|v .^{\beta,\left(\gamma_{\#(\gamma)}\right)}\right|^{2} \\
& \leq 2 \mathcal{G}+2 L\left(|x|^{2}+1\right) \leq 2 \mathcal{G}+2 L\left(R^{2}+1\right) .
\end{aligned}
$$

Since the progressive Hörmander condition ensures that the operator norm of $F^{S R_{\infty}}$ (which is linear) is bounded above by a proper constant, this ensures that the auxiliary system is ( $L, g, G$ )tense for some proper constant $G$.

Next, note that for any $|\alpha| \leq L$, we have

$$
w_{0}^{[\alpha]}=\frac{\partial}{\partial z_{\varnothing}^{[\alpha], \varnothing}},
$$

from which it follows, using Proposition 8.1.2, that the weak Hörmander constant of the auxiliary system, evaluated at 0 , is a proper constant. Finally, the above calculation (8.3.1), together with Proposition 7.0.9, ensures also that the derivative of the weak Hörmander constant in any unit direction of

$$
\left(T^{L}\left(\mathbb{R}^{d}, \mathbb{R}\right)\right) \oplus \mathbb{R}^{m} \oplus\left(\left(T^{L+1}\left(\mathbb{R}^{d}, \mathbb{R}\right) \otimes T^{L}\left(\mathbb{R}^{d}, \mathbb{R}\right)\right) \otimes \mathbb{R}^{m}\right)
$$

is bounded by a proper constant.
It follows that there is a proper constant $\rho$ such that the system $\mathcal{R}$, restricted to $|(S, X, Z)| \leq \rho$, is uniformly $(L, g, G)$-tense and $(L, H)$ weak Hörmander for proper constants $G, H$.

Step III [Scaling and local estimate]
Recall that the compensated signature space $\mathcal{F}$ is equipped with a graded structure, and a family of dilations. For $T \leq \rho$ ( $\rho$ being defined in step II), and for $t \leq T$, we define the random variable

$$
\Xi^{t, T}=\delta_{\sqrt{T / t}}\left(F^{S R_{\infty}}\left(\left(t, S_{t}, X_{t}\right)\right)\right)
$$

We write $\tilde{W}_{s}$ for $W_{s T / t}$. By Brownian scaling,

$$
\tilde{W}_{s} \simeq W_{s} \sqrt{T / s}
$$

So we can now rewrite $\Xi^{t, T}=\delta_{\sqrt{T / t}}\left(F^{S R_{\infty}}\left(\left(t, S_{t}, X_{t}\right)\right)\right.$ as the solution at time $T$ to the following system:

$$
\begin{aligned}
(s, \tilde{S}, X, Z) & \in\left(T^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right)\right) \oplus \mathbb{R}^{m} \oplus\left(\left(T^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right) \otimes T^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right)\right) \otimes \mathbb{R}^{m}\right) \\
\left(\tilde{S}_{0}, \tilde{X}_{0}\right) & =(0, x) \\
d\left(s, \tilde{S}_{s}\right) & =\sum_{i=0}^{d} w_{s}^{i}\left(\left(s, \tilde{S}_{s}\right)\right) \circ d \tilde{W}_{s}^{i} \\
d \tilde{X}_{s} & =\sum_{i=0}^{d} \frac{\sigma^{i}\left(\tilde{X}_{s}\right)}{\sqrt{T / t}} \circ d \tilde{W}_{s}^{i} \\
d \tilde{Z}^{\beta,(i)} & =\sigma^{\beta}\left(\tilde{X}_{s}\right) \circ d \tilde{W}_{s}^{i} \\
d \tilde{Z}_{s}^{\beta,(\alpha, i)} & =\tilde{Z}_{s}^{\beta, \alpha} \circ d \tilde{W}_{s}^{i}
\end{aligned}
$$

$$
\begin{aligned}
\tilde{\Xi}_{s}^{t, T}= & \phi\left(s, \tilde{S}_{s}, \tilde{X}_{s}, \tilde{Z}_{s}\right) \\
= & \sum_{|\alpha|=i} c_{\alpha}^{i} \tilde{S}_{s}^{\alpha}+\sum_{|\alpha|=i+1} \frac{1}{\sqrt{T / t}} c_{\alpha}^{i+1} \tilde{S}_{s}^{\alpha}+\ldots \\
& +\sum_{|\alpha|=L} \frac{1}{\sqrt{T / t}}{ }^{L-i} c_{\alpha}^{L} \tilde{S}_{s}^{\alpha}+\sum_{|\alpha|=L+1} \frac{1}{\sqrt{T / t}^{L+1-i}} c_{\alpha}^{L+1} \tilde{Z}_{s}^{\alpha, \alpha}
\end{aligned}
$$

For $\xi$ being a smooth localising function on

$$
\left(T^{L}\left(\mathbb{R}^{d}, \mathbb{R}\right)\right) \oplus \mathbb{R}^{m} \oplus\left(\left(T^{L+1}\left(\mathbb{R}^{d}, \mathbb{R}\right) \otimes T^{L}\left(\mathbb{R}^{d}, \mathbb{R}\right)\right) \otimes \mathbb{R}^{m}\right)
$$

with $\xi(\epsilon)=0$ if $|\epsilon| \geq \rho$ and $\xi(\epsilon)=1$ if $|\epsilon| \geq \frac{\rho}{2}$, we define our localising random variable as $\zeta_{t}=\xi\left(S_{t}, Z_{t}\right)$. Because the above system is still $(L, H)$-weak Hörmander, and $(L, g, G)$-tense for $|(s, S, Z)| \leq \rho$, (with the same $G, \rho, H$ as in step II) we can now apply Lemma 8.1.1 to obtain

$$
\mathbb{E}\left(\delta\left(R^{\infty}=z\right) \zeta_{t}\right) \leq C \frac{e^{-\frac{|z|_{\mathcal{F}}^{2}}{M t}}}{t^{\nu / 2}}
$$

valid for all $|z|_{\mathcal{F}}^{2}, t \leq D$, for some proper constants $D, C, M$. Then because $F^{R T}\left(R^{\infty}\right)=Y_{t}$, we can apply Theorem 5.1.1 to obtain

$$
\mathbb{E}\left(\delta\left(Y_{t}=y\right) \zeta_{t}\right) \leq C \frac{e^{-\frac{d_{t, \log , L}(x, y)^{2}}{M t}}}{\left|B_{d_{t, \log , L}}(x, \sqrt{t})\right|}
$$

which holds for all $t \leq D$ and for all $x, y$ such that $d_{t, \log , L}(x, y)^{2} \leq D$, where $D, C, M$ are all polynomial constants. By Theorem 7.1.1 and the (proper) doubling condition for $d_{l}$, changing the constants, but keeping them polynomial, we have that for all $t \leq D$ and for all $x, y$ such that $d_{t, \log , \infty}(x, y)^{2} \leq D$,

$$
\mathbb{E}\left(\delta\left(Y_{t}=y\right) \zeta_{t}\right) \leq C \frac{e^{-\frac{d_{t, \log , \infty}(x, y)^{2}}{M t}}}{\left|B_{d_{t, \log , l}}(x, \sqrt{t})\right|}
$$

Now we can proceed as in the proof of Theorem 8.2.1:

## Step IV [Patching]

This step is almost exactly the same as in the proof of Theorem 8.2.1 except that the constants are polynomial and the theorems used are the progressive equivalents of the ones used in that proof.

Because the Malliavin derivative of $\zeta$ is (properly) bounded regardless of whether $|(s, S, Z)| \leq$ $\rho, 1-\zeta=0$ for $|(s, S, Z)|>\frac{\rho}{2}$, and the original system $\mathcal{A}$ is properly weak Hörmander and tense, the we can apply Theorem 4.4.1 with localising function $1-\zeta_{t}$ to obtain:

$$
\mathbb{E}\left(\delta\left(\Xi^{t, T}=y\right)\left(1-\zeta_{t}\right)\right) \leq C \frac{e^{-\frac{|* x-y|^{2}}{M t}}}{t^{\mu}}
$$

for some proper constants $\mu, M$ and a polynomial $C$.
Hence we can write, for $t \leq \exp \left(\frac{d_{t, \log , \infty}^{2}(x, y)}{2 \mu M t}\right)$ where $M, C$ are polynomial constants that change from line to line:

$$
\begin{aligned}
\mathbb{E}\left(\delta\left(Y_{t}=y\right)\right) & =\mathbb{E}\left(\zeta_{t} \delta\left(Y_{t}=y\right)\right)+\mathbb{E}\left(\left(1-\zeta_{t}\right) \delta\left(Y_{t}=y\right)\right) \\
& \leq C \frac{e^{-\frac{d_{t, \log , \infty}(x, y)^{2}}{M t}}}{\left|B_{d_{t, \log , \infty}}(x, \sqrt{t})\right|}+M t+C t \\
& \leq C \frac{e^{-\frac{d_{t, \log , \infty}(x, y)^{2}}{M t}}}{\left|B_{d_{t, \log , \infty}}(x, \sqrt{t})\right|}+(M+C) e^{\frac{d_{t, \log , \infty}^{2}(x, y)}{2 \mu M t}}
\end{aligned}
$$

$$
\leq C \frac{e^{-\frac{d_{t, \log , \infty}(x, y)^{2}}{M t}}}{\left|B_{d_{t, \log , \infty}}(x, \sqrt{t})\right|}
$$

Next, for $t \geq \exp \left(\frac{d_{t, \text { log. }, \infty}(x, y)}{2 \mu M t}\right)$, we have by Theorem 8.1.3, for some proper constants $\nu, M, C$ changing from line to line:

$$
\begin{aligned}
p_{t}(x, y) & \leq C \frac{\exp \left(-\frac{d_{t, \log , \infty}(x, y)^{2}}{M t}\right)}{t^{\nu}} \\
& \leq \exp \left(-\frac{d_{t, \log , \infty}(x, y)^{2}}{2 M t}\right) \frac{e^{-M_{1} t / 2}}{t^{\nu}} \\
& \leq C \frac{\exp \left(-\frac{d_{t, \log , \infty}(x, y)^{2}}{M t}\right)}{\left|B_{d_{t, \log , \infty}}(x, \sqrt{t})\right|}
\end{aligned}
$$

Finally, Proposition 7.0.14 and the local equivalence between $d_{t}^{l}$ and $d_{t, \log , \infty}$, there exists a proper constant $K$ such that $d_{t, \log , \infty}(x, y) \leq K(|* x-y|+1)$. Noting also that for $d_{t}(x, y)^{2} \geq D$ there is a proper constant $D^{\prime}$ such that $|* x-y| \geq D^{\prime}$ (by Proposition 7.1.9), it follows that $d_{t}(x, y) \leq K(|* x-y|)$ for some (other, proper) $K$ whenever $d_{t}(x, y)^{2} \geq D$.

Putting together those three estimates, we obtain the required result.

### 8.4. Polynomial control bounds for detailed-progressive Hörmander systems

One can also remove the UFPG condition on the background vector fields:
Theorem 8.4.1. Let $\mathcal{A}=(x, \sigma, F)$, be a uniformly $(r, 2 L+1, g, \mathcal{G})$-mixed tense ${ }^{5}$, uniformly $\left(L, H_{L}\right)$-progressive Hörmander system. Suppose that $g \geq 2 L+3+n L$. There exist polynomial constants $C, M, D$ such that for any $t \leq D$,

$$
p_{t}(x, y) \leq C \frac{e^{-\frac{d_{t}(x, y)^{2}}{M t}}}{\left|B_{d_{t}}(x, \sqrt{t})\right|}
$$

Proof. The proof is almost exactly the same as that of Theorem 8.3.1: we only use the first part of Theorem 7.1.1, and obtain the most local part of the estimate immediately. The mid-local part of the estimate is known from 8.1.2 (contrary to the proof of 8.3.1, we use this estimate as it is without changing the distance inside the exponential). And as usual, the ' $d_{t} \gg 1$ ' part of the estimate follows from Euclidean bounds 4.4.2.

### 8.5. Lower bounds for situations with zero drift

The result in this section is a generalisation of the lower bound in [37] to systems instead of SDE. Unlike the result in [37], our result is only local.

We prove the result directly from the density of the log-signature, rather than attempting to use bounds on the density of $X_{t}$ in its intrinsic space.

Theorem 8.5.1. Let $\mathcal{A}=(x, \sigma, F)$ be a uniformly $(g, G)$-tense ${ }^{6}$, uniformly $\left(L, H_{L}\right)$ Hörmander system with $\sigma_{z}^{0}=0$ for any $z \in \mathbb{R}^{m}$. Suppose $g \geq(2 n+2)^{2} 2^{4 L}+n+3$, and let $d: \mathbb{R}^{m} \otimes \mathbb{R}^{n} \rightarrow \mathbb{R}^{+}$be our 'distance' $d_{t}$, which in this case obeys

$$
d(x, y)=\inf _{\tilde{x} \in F^{-1}(\{y\})} d_{c}(x, \tilde{x})
$$

where $d_{c}$ is the Carnot-Carathéodory distance in $\mathbb{R}^{m}$ (in particular, $d_{c}(x, \tilde{x})=0$ if $x, \tilde{x}$ are not on the same leaf of the foliation induced by $\sigma$ ).

[^18]$Y_{t}$ admits a density $p_{t}(x, y)$ in $\mathbb{R}^{n}$ that satisfies, for some constants $C, M, D$ depending only on $g, G, L, H_{L}, n, m, d$, for any $t \leq D$ and for any $x, y \in \mathbb{R}^{m}$ such that $d(x, y)^{2} \leq D t$ :
$$
p_{t}(x, y) \geq \frac{C}{\left|B_{d}(x, \sqrt{t})\right|}
$$

## Remark 8.5.1.

- Note that as usual, for $x \in \mathbb{R}^{m}, B_{d}(x, \sqrt{t})$ is a subset of $\mathbb{R}^{n}$.
- We have written $d$ instead of $d_{t}$, because the assumption on the drift implies that $d_{t}$ does not depend on $t$.
- The driftlessness assumption also means that the above does not apply to time-dependent SDE

Proof. The proof is very similar to the proof of the analogous result in [37], (cf. p 426 of said reference).

Fix $l=(2 n+2)^{2} 2^{4 L}$. Let $\xi_{t} \in \mathcal{L}^{l}\left(\mathbb{R}^{d}\right)$ be the log-signature of $W$ at time $t$. By the support theorem, and concatenation/scaling, there exist constants $C, M$ such that the density satisfies for $s \in \mathcal{L}^{l}\left(\mathbb{R}^{d}\right)$

$$
p_{t}(s) \geq C \frac{e^{-\frac{|s|^{\mathcal{L}^{l}\left(\mathbb{R}^{d}\right)}}{M t}}}{t^{\frac{\nu}{2}}}
$$

(See (up to a constant change in the metric used) Theorem 3.12 in [37]) where $\nu$ is the homogeneous dimension of $\mathcal{L}^{l}\left(\mathbb{R}^{d}\right)$.

It follows that we can use Theorem 5.1.2 to obtain the following result for the density of the Taylor approximation $\tilde{Y}_{t}$ :

$$
\mathbb{E}\left(\delta\left(\bar{Y}_{t}=y\right)\right) \geq C \frac{e^{-\frac{d^{l}(x, y)^{2}}{M t}}}{\left|B_{d^{l}}(x, \sqrt{t})\right|} .
$$

Then for $d(x, y)^{2}, t \leq D$ for some constant $D$, we have (using Theorem 7.0.1):

$$
\mathbb{E}\left(\delta\left(\bar{Y}_{t}=y\right)\right) \geq C \frac{e^{-\frac{d(x, y)^{2}}{M t}}}{\left|B_{d}(x, \sqrt{t})\right|}
$$

Then using Theorem 6.4.1, we obtain for $t \leq D$ and $d(x, y)^{2} \leq M_{1} t$ for some fixed $M_{1} \leq D$, for $C, M$ being constants changing from line to line:

$$
\begin{aligned}
\mathbb{E}\left(\delta\left(Y_{t}=y\right)\right) & \geq \mathbb{E}\left(\delta\left(\bar{Y}_{t}=y\right)\right)+\left(\mathbb{E}\left(\delta\left(Y_{t}=y\right)\right)-\mathbb{E}\left(\delta\left(\bar{Y}_{t}=y\right)\right)\right) \\
& \geq C \frac{e^{-\frac{d(x, y)^{2}}{M t}}}{\left|B_{d}(x, \sqrt{t})\right|}-M t \\
& \geq C \frac{e^{-\frac{d(x, y)^{2}}{M t}}}{\left|B_{d}(x, \sqrt{t})\right|} \\
& \geq \frac{C}{\left|B_{d}(x, \sqrt{t})\right|},
\end{aligned}
$$

as expected.

### 8.6. Polynomial diagonal estimate in the general case

The main purpose of this section is to show potential for proving a proper version of Theorem 8.2 .1 with a suitably altered distance or assumptions, most likely with the $d_{t, \infty}$ distance ${ }^{7}$ with polynomial constants outside the exponential. The estimate we actually prove is in itself, of course, unsatisfactory.

[^19]Proposition 8.6.1 (Polynomial diagonal estimate). Let $\mathcal{A}=(x, \sigma, F)$ be a uniformly $(L, g, G)$-tense, uniformly $\left(L, H_{L}\right)$-weak Hörmander system. Fix $N \in \mathbb{N}$, and suppose that $g \geq(2 n+2)^{2} 2^{4 L}+n+3$. There exist polynomial constants $D, C$ such that for any $t \leq D$ and any $x \in \mathbb{R}^{m}$, and $i \in\{0,1, \ldots, d\}$,

$$
p_{t}(x, * x) \leq \frac{C}{\left|B_{d_{t, \log , L}}(x, \sqrt{t})\right|}
$$

Proof. As usual, without loss of generality, $F$ is linear. Fix $l=(2 n+2)^{2} 2^{4 L}$. Because $d_{t, \log , L}$ and $d_{t, \log , l}$ are locally properly equivalent (cf. Proposition 5.1 .12 or 5.2.6), we can work with the latter.

We begin with the following auxiliary (Stratonovich) system $\mathcal{R}_{1}$, where the target random variable is $\tilde{Y}$ :

$$
\begin{aligned}
X_{t \rightarrow 0} & \in \mathbb{R}^{m \times m}, \quad X_{0 \rightarrow 0}=\mathrm{Id} \\
X_{t} & \in \mathbb{R}^{m}, \quad X_{0}=x \\
\tilde{X}_{t} & \in \mathbb{R}^{m}, \quad \tilde{X}_{0}=0 \\
d X_{t} & =\sum_{i=0}^{d} \sigma^{i}\left(X_{t}\right) \circ d W_{t}^{i} \\
d \tilde{X}_{t} & =\sum_{i=0}^{d} X_{t \rightarrow 0} \sigma^{i}\left(X_{t}\right) \circ d W_{t}^{i} \\
\tilde{Y}_{t} & =F\left(\tilde{X}_{t}\right)
\end{aligned}
$$

Let $\mathcal{U}$ be the orthogonal complement in $\mathcal{S}$ of the kernel of the $F^{S R_{r}}$ map. We will approximate $\tilde{Y}_{t}$ by the random variable $\bar{Y}_{t}$, solution of the following auxiliary system $\mathcal{R}_{2}$ :

$$
\begin{aligned}
S_{t} & \in \mathcal{T}^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right), \quad S_{0}=0 \\
d\left(s, \tilde{S}_{s}\right) & =\sum_{i=0}^{d} w_{s}^{i}\left(\left(s, \tilde{S}_{s}\right)\right) \circ d \tilde{W}^{i} \\
\bar{Y}_{t} & =F^{S, T}\left(\operatorname{Pr}_{\mathcal{U}}\left(S_{t}\right)\right) \in \mathbb{R}^{n}
\end{aligned}
$$

We use the localising function $\phi(\mathcal{G})$ where $\phi$ is such that $\phi(z)=0$ when $|z| \geq 2 \epsilon$ and $\phi(z)=1$ when $|z| \leq \epsilon$, and $\mathcal{G}=\sup _{0 \leq s \leq t}\left|\operatorname{Id}-X_{0 \rightarrow s}\right|,\left|\operatorname{Id}-X_{s \rightarrow 0}\right|,\left|S_{t}\right|$, for $\epsilon$ smaller than the (proper) constants in Theorems 7.1.1 etc.

By a similar scaling argument to the proof of Theorem 8.2.1, and use of the disintegration formula 5.1.1, we have for any $y$ that

$$
\mathbb{E}\left(\delta\left(\bar{Y}_{t}=y\right) \phi(\mathcal{G})\right) \leq \frac{C}{\left|B_{d_{t, \log , l}}(x, \sqrt{t})\right|}
$$

for some polynomial constant $C$.
Next, recall that for any three times differentiable vector field $V$ on $\mathbb{R}^{m}$, we have (using Stratonovich integrals)

$$
X_{t \rightarrow 0} V\left(X_{t}\right)=V\left(x_{0}\right)+\int_{0}^{t} \sum_{k=0}^{d} X_{s \rightarrow 0}\left[\sigma^{k}, V\right]\left(X_{s}\right) \circ d W_{s}^{k}
$$

This shows that the $\bar{Y}_{t}$ is the stochastic Taylor approximation of $\tilde{Y}_{t}$. Indeed, writing as usual $\mathcal{L} \mathcal{L}(E)$ for the set of words $a_{1} a_{2} \ldots a_{k}$ over the set $E$ which are the smallest in lexicographic order out of all the permutations of $a_{1} a_{2} \ldots a_{k}$ obtained by switching elements inside brackets in
the expression $\left[a_{1},\left[a_{2},\left[\ldots a_{k} \ldots\right]\right]\right]$, we have,

$$
\begin{aligned}
\tilde{Y}_{t} & =\sum_{i=0}^{d} \int_{0}^{t} * X_{s \rightarrow 0} \sigma^{i}\left(X_{s}\right) d W_{s}^{i} \\
& =\sum_{\#(\alpha) \leq l} * \sigma^{[\alpha]} W^{\alpha}+\sum_{\#(\alpha)=l+1} \int^{\alpha} * X_{s \rightarrow 0} \sigma^{[\alpha]}(X .) d W^{\alpha} \\
& =\sum_{\substack{\alpha \in \mathcal{L}(\alpha \leq 1, l \\
\alpha \in \mathcal{L}(\{0,1, \ldots, d\})}} * \sigma^{[\alpha]} W^{[\alpha]}+\sum_{\substack{\#(\alpha)=l+1 \\
\alpha \in \mathcal{L L}(\{0,1, \ldots, d\})}} \int^{\alpha} * X_{s \rightarrow 0} \sigma^{[\alpha]}(X .) d W^{[\alpha]} .
\end{aligned}
$$

The localised rest $\sum_{\#(\alpha)=l+1} \int^{\alpha} \phi(\mathcal{G}) * X_{s \rightarrow 0} \sigma^{[\alpha]}(X.) d W^{\alpha}$ is amenable to application of Theorem 2.1.1. Note first that we have for any unit $v \in \mathbb{R}^{m}$,

$$
\sum_{\#(\alpha)=l+1} \int_{0}^{t}\left\langle\phi(\mathcal{G}) X_{s \rightarrow 0} \sigma^{[\alpha]}\left(X_{s}\right), v\right\rangle^{2} \leq D
$$

for some polynomial $D$, then Theorem 2.1.1 ensures that for any $R>0$,

$$
\mathbb{P}\left(\left|\sum_{\#(\alpha)=l+1} \int^{\alpha} \phi(\mathcal{G}) * X_{s \rightarrow 0} \sigma^{[\alpha]}(X .) d W^{\alpha}\right|^{2} \geq R\right) \leq C_{l} \exp \left(-\frac{\left(\frac{R}{C_{l}}\right)^{\frac{2}{l}}}{8 t}\right)
$$

with $C_{l}$ a polynomial constant.
It follows from Theorem 6.4.1 that the following holds with $C$ a polynomial constant: for any $y$,

$$
\mathbb{E}\left(\delta\left(\tilde{Y}_{t}=y\right) \phi(\mathcal{G})\right) \leq \frac{C}{\left|B_{d_{t, \text { log }, l}}(x, \sqrt{t})\right|}
$$

in particular,

$$
\mathbb{E}\left(\delta\left(\tilde{Y}_{t}=* x\right) \phi(\mathcal{G})\right) \leq \frac{C}{\left|B_{d_{t}, \log , l}(x, \sqrt{t})\right|}
$$

Now, let $\gamma: \mathbb{R}^{n} \rightarrow \mathbb{R}^{+}$be the following approximation of the delta function:

$$
\gamma_{\varepsilon}(y)=\frac{e^{-\frac{|\nmid x-y|^{2}}{2 \varepsilon}}}{(2 \pi \varepsilon)^{n / 2}},
$$

we have for any $\varepsilon \leq \epsilon$,

$$
\begin{aligned}
\mathbb{E}\left(\gamma_{\varepsilon}\left(\tilde{Y}_{t}\right) \phi(\mathcal{G})\right) & =\mathbb{E}\left(\frac{e^{-\frac{\left|* x-\tilde{Y}_{t}\right|^{2}}{2 \varepsilon}}}{(2 \pi \varepsilon)^{n / 2}} \phi(\mathcal{G})\right) \\
& \leq \mathbb{E}\left(\frac{e^{-\frac{\left|* x-Y_{t}\right|^{2}}{2(1+\epsilon)^{\varepsilon}}}}{(2 \pi \varepsilon)^{n / 2}} \phi(\mathcal{G})\right) \\
& \leq(1+\epsilon)^{\frac{n}{2}} \mathbb{E}\left(\frac{e^{-\frac{\left|* x-Y_{t}\right|^{2}}{2(1+\epsilon \varepsilon}}}{(2 \pi \varepsilon(1+\epsilon))^{n / 2}} \phi(\mathcal{G})\right)=(1+\epsilon)^{\frac{n}{2}} \mathbb{E}\left(\gamma_{\varepsilon(1+\epsilon)}\left(\tilde{Y}_{t}\right)\right) .
\end{aligned}
$$

Passing to the limit $\varepsilon \rightarrow 0$, we obtain:

$$
\mathbb{E}\left(\delta\left(\tilde{Y}_{t}=y\right) \phi(\mathcal{G})\right) \leq 2^{n / 2} \mathbb{E}\left(\delta\left(Y_{t}=y\right) \phi(\mathcal{G})\right)
$$

Similarly, we obtain:

$$
\mathbb{E}\left(\delta\left(\tilde{Y}_{t}=y\right) \phi(\mathcal{G})\right) \geq 2^{-n / 2} \mathbb{E}\left(\delta\left(Y_{t}=y\right) \phi(\mathcal{G})\right)
$$

The result follows.

## Part 3

Examples of applications; Lower bounds and the 'separated progressive Hörmander condition'

## CHAPTER 9

## Some examples

9.0.1. $\mathbf{L}=$ 2. The following theorem is a slight variation of the main result proved in $[\mathbf{8}]$ and in Chapter 4 of [50] to (time-dependent) SDE that satisfy the relevant assumptions globally.

THEOREM 9.0.1. Let $\mathcal{A}=(x, \sigma, F)$ be a uniformly $(2,4+n, G)$-tense, uniformly $\left(2, H_{2}\right)$ weak Hörmander system such that the background vector fields $\sigma$ are uniformly finitely generated (with constant $H_{2}$ ). There exist proper constants $C, M$ and polynomial constants $\bar{C}$ and $\bar{M}$ such that for any $x \in \mathbb{R}^{m}, y \in \mathbb{R}^{n}$,

$$
p_{t}(x, y) \leq C \frac{\exp \left(-\frac{d_{t, \log , \infty}(x, y)^{2}}{M t}\right)}{\left|B_{d_{t, \log , \infty}}(x, \sqrt{t})\right|} \quad \text { and } \quad p_{t}(x, y) \leq \bar{C} \frac{\exp \left(-\frac{d(x, y)^{2}}{M t}\right)}{\left|B_{d}(x, \sqrt{t})\right|}
$$

where d is the Carnot-Carathéodory distance.
Proof. Clearly, any $\left(L, H_{L}\right)$-weak Hörmander system ${ }^{1}$ is also $\left(L, H_{L}\right)$ detailed-Progressive weak Hörmander, therefore, we can use Theorem 8.3.1 to obtain the first estimate. The only extra step to get the second estimate is to use Proposition 7.2.4. Note also that for a time-dependent SDE we can express the Hörmander of order two condition in terms of brackets of the time-frozen coefficients, since derivatives of $\sigma^{i}$,s with respect to time are already of order three.
9.0.2. The Pigato SDE. Consider the following SDE, considered by Pigato in [50] (Chapter 3) (here $m=n=2, d=1$ ):

$$
\begin{aligned}
X_{t} & \in \mathbb{R}^{2}, \quad X_{0}=0 \\
d X_{t} & =\sigma^{1}\left(X_{s}\right) \circ d W_{t}+\sigma^{0}\left(X_{s}\right) d t
\end{aligned}
$$

with the assumptions being weak Hörmander of order 3, uniform boundedness of coefficients and the following geometric condition on the variance: there exists a uniformly bounded $\kappa: \mathbb{R}^{2} \rightarrow \mathbb{R}$ such that for any unit $v \in \mathbb{R}^{2}$,

$$
\frac{\partial \sigma(x)}{\partial v}=\kappa \sigma(x)
$$

This is quite a strong assumption: It makes the system mono-scaled, i.e. setting $E_{i}=\operatorname{span}_{|\alpha| \leq i} \sigma^{\alpha}$ ensures that for all $i, \inf _{\substack{|v|=1 \\ v \in \mathbb{E}_{i}}} \sum_{|\alpha| \leq i}\left\langle\sigma^{[\alpha]}, v\right\rangle^{2}$ is bounded below by a constant $H$. In mono-scaled situations, it is enough to use an auxiliary object of the same dimension as the original diffusion, and to use the chain rule instead of the disintegration formula. This is equivalent to not using any auxiliary objects and using a homogeneous norm on the target space $\mathbb{R}^{n}$ after picking an appropriate basis and turning it into a graded space.

This system is progressive Hörmander, in particular, Theorem 8.3.1 applies. The 'distance' $d_{t, \log , \infty}$ has similar balls of radius $\sqrt{t}$ to those of the metric introduced in [50].

REMARK 9.0.1. As mentioned in the introduction, the estimate in [50] is sharper for $t \lesssim$ $d^{2} \lesssim t \ln (t)$, because the 'distance' we use is not as well tailored to the problem. Nevertheless, our estimate is still space-time integrable.

[^20]9.0.3. Higher-dimensional Pigato type SDE's. Consider the following SDE:
\[

$$
\begin{aligned}
X_{t} & \in \mathbb{R}^{n}, \quad X_{0}=0 \\
d X_{t} & =\sigma^{1}\left(X_{s}\right) \circ d W_{t}+\sigma^{0}\left(X_{s}\right) d t
\end{aligned}
$$
\]

assuming the uniform weak Hörmander condition of order three, that the vector fields are $C^{\infty}$, and the following generalisation of the geometric condition on the variance:

There exist smooth functions $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{d}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ and a constant $\Lambda$ such that for all $x \in \mathbb{R}^{n}$,

$$
\sigma^{(0)}(x)=\sum_{i=1}^{d} \lambda_{i}(x) \sigma^{i}(x) \quad \text { and } \quad \sum_{i=1}^{d}\left|\lambda^{i}\right|^{2} \leq \Lambda
$$

then the resulting vector fields are uniformly (detailed-) progressively finitely generated and the system is progressive Hörmander. In particular, if we have fixed suitable bounds on $\Lambda$, the weak Hörmander constant and on the tension, and $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{k}$ is a linear map with fixed bonds on the operator norms of $F$ and its Moore-Penrose pseudo-inverse, the density of $F\left(X_{t}\right)$ will admit control bounds in terms of the log-homogeneous distance with constants that do not depend on $n$ or $d$.
9.0.4. Delarue-Menozzi type chain of Differential equations. Consider, as in [50] and [20], the following system of SDE:

$$
\begin{aligned}
& X^{1}, X^{2}, \ldots, X^{l} \in \mathbb{R}^{n} \\
& d X_{t}^{1}=\sum_{i=1}^{d} \sigma^{i}\left(X^{1}\right) \circ d W_{t}^{i} \\
& d X^{i}=B_{i}\left(X^{i-1}, X^{i}, \ldots, X^{l}\right) d t
\end{aligned}
$$

where we assume that the vector fields $\sigma$ are uniformly $\left(L, H_{L}\right)$ progressive Hörmander in the space $\mathbb{R}^{n}$ (this is a weaker assumption than $[\mathbf{2 0}, \mathbf{5 0}]$ where in both cases, ellipticity was assumed), $\sigma$ and $B_{i}$ (for all $i$ ) are $C^{\infty}$ (this is a stronger assumption than is used in [20]) and for any $i \geq 2$, the minimum eigenvalue of the matrix $D_{x_{i-1}} B_{i}$ is greater than $\lambda$ (for some fixed constant $\lambda$.). This system is $(L+2(l-1), H)$ progressive Hörmander for some constant $H$ depending only on $\lambda$ and the $C^{\infty}$ constants in our assumptions. In particular, Theorem 8.3.1 applies.

Note that in the elliptic case (which was treated in [20] and [50]), Remark 9.0.1 applies as well.
9.0.5. Two-sided version of Delarue-Menozzi chains. The following generalisation of the previous section is also progressive Hörmander:

$$
\begin{aligned}
& X^{1}, X^{2}, \ldots, X^{l} \in \mathbb{R}^{n} \\
& d X_{t}^{1}=\sum_{i=1}^{d} \sigma^{i}\left(X^{1}\right) \circ d W_{t}^{i} \\
& d X^{i}=B_{i}\left(X^{i-1}, X^{i}, X^{i+1}\right) d t \quad(\text { for } i=2,3, \ldots, l-1), \quad \text { and } \\
& d X_{t}^{l}=\sum_{i=1}^{d} \mu^{i}\left(X^{1}\right) \circ d W_{t}^{i}
\end{aligned}
$$

with the following assumptions ${ }^{2}$ :

- The vector fields $\sigma, \mu, B_{i}$ are $C^{\infty}$.
- The vector fields $\sigma$ and $\mu$ are uniformly elliptic with ellipticity constant $H$.

[^21]- There exists a constant $\lambda$ such that for $i=2, \ldots, l-1$, any $x$ and any unit $v \in \mathbb{R}^{n}$, there exist some $\mu_{k}$ and $\bar{\mu}_{k}(k=1, \ldots n)$ such that

$$
v=\sum_{k=1}^{n} \mu_{k} \frac{\partial B_{i}}{\partial\left\langle x^{i-1}, e^{k}\right\rangle}+\sum_{k=1}^{n} \bar{\mu}_{k} \frac{\partial B_{i}}{\partial\left\langle x^{i+1}, e^{k}\right\rangle}
$$

and

$$
\sum\left(\mu_{k}\right)^{2}+\sum\left(\bar{\mu}_{k}\right)^{2} \leq \lambda^{-2}
$$

For elliptic situations, contrary to the previous example, this system is not mono-scaled.
The progressive Hörmander condition implies that if $f$ is a bounded linear map from $\mathbb{R}^{l \times n}$ to $\mathbb{R}^{k}$ for some $k$ with a bounded pseudo-inverse, and the driving vector fields satisfy sufficiently strong conditions to make the tension fixed, the density of $f\left(X^{1}, X^{2}, \ldots, X^{l}\right)$ will satisfy the bound of Theorem 8.3.1 with constants that depend on $l, d$ but not on $n$. Furthermore, if the restriction $f\left(X^{1}, X^{2}, \ldots, X^{l_{1}}\right)$ has a bounded pseudo-inverse, then the constants in the estimate will depend on $l_{1}$ but not on $l$.
9.0.6. Generalised Heisenberg Groups. The following vector fields in $\mathbb{R}^{7}$ are detailed-progressively finitely generated, and uniformly so in any fixed compact set around zero (in particular, Theorem 8.3.1 applies in any compact set around 0 ):

$$
\begin{aligned}
v^{1} & =d x_{1}+x_{2} d x_{3}+x_{2} x_{6} d x_{7} \\
v^{2} & =d x_{2}-x_{1} d x_{3}-x_{1} x_{6} d x_{7} \\
v^{3} & =d x_{4}+x_{5} d x_{6}-x_{5} x_{3} d x_{7} \\
v^{4} & =d x_{5}-x_{4} d x_{6}+x_{4} x_{3} d x_{7}
\end{aligned}
$$

Indeed, writing $(1,2 ; 3)$ for the tree with 3 as a root and 1 and 2 as two leaves, and similar notation for other indices, we have:

$$
\begin{aligned}
v^{(12)} & =-d x_{3}-x_{6} d x_{7} \\
v^{(21)} & =d x_{3}+x_{6} d x_{7} \\
v^{(13)} & =-x_{2} x_{5} d x_{7} \\
v^{(31)} & =x_{2} x-5 d x-7 \\
v^{(14)} & =x_{2} x_{4} d x_{7} \\
v^{(41)} & =-x_{2} x_{4} d x_{7} \\
v^{(23)} & =x_{1} x_{5} d x_{7} \\
v^{(32)} & =-x_{1} x_{5} d x_{7} \\
v^{(34)} & =-d x_{6}+x_{3} d x_{7} \\
v^{(43)} & =d x_{6}-x_{3} d x_{7}
\end{aligned}
$$

and

$$
\begin{aligned}
v^{(1,2 ; 3)} & =0 \\
v^{((12) 3)} & =x_{5} d x_{7} \\
v^{(123)} & =x_{5} d x_{7} \\
v^{(213)} & =-x-5 d x_{7} \\
v^{(1,3 ; 2)} & =-x_{5} d x_{7} \\
v^{(132)} & =-x_{5} d x_{7} \\
v^{(2,3 ; 1)} & =x_{5} d x_{7}
\end{aligned}
$$

$$
\begin{aligned}
v^{(231)} & =x_{5} d x_{7} \\
v^{(213)} & =-x_{5} d x_{7} \\
v^{(321)} & =x_{5} d x_{7} \\
v^{[123]} & =x_{5} d x_{7}-\left(-x_{5} d x_{7}\right)-x_{5} d x_{7}+x_{5} d x_{7}=2 x_{5} d x_{7}
\end{aligned}
$$

and then similarly

$$
\begin{aligned}
v^{[124]} & =-2 x_{4} d x_{7} \\
v^{[134]} & =-2 x_{2} d x_{7} \\
v^{[234]} & =2 x_{1} d x_{7}
\end{aligned}
$$

(and for any rooted tree $\tau$ with vertices $1,2,4$ (resp. 1, 3, 4, resp. 2, 3, 4), $v^{\tau}$ is a small multiple of $x_{4} d x_{7}$ (resp. $x_{2} d x_{7}$, resp. $x_{1} d x_{7}$ ). Also, clearly

$$
v^{[[12],[34]]}=-8 d x_{7}
$$

Another similar, but non monoscaled example is the following:

$$
\begin{aligned}
v^{1} & =d x_{1}+x_{2} d x_{3}+(1 / 3) x_{2} x_{6} d x_{7} \\
v^{2} & =d x_{2}-x_{1} d x_{3}-(1 / 3) x_{1} x_{6} d x_{7} \\
v^{3} & =d x_{4}+x_{5} d x_{6}-(1 / 3) x_{5} x_{3} d x_{7} \\
v^{4} & =d x_{5}-x_{4} d x_{6}+(1 / 3) x_{4} x_{3} d x_{7} \\
v^{5} & =d x_{8}+x_{9} d x_{10}+(1 / 3) x_{9} x_{13} d x_{7} \\
v^{6} & =d x_{9}-x_{8} d x_{10}-(1 / 3) x_{8} x_{13} d x_{7} \\
v^{7} & =d x_{11}+x_{12} d x_{13}-(1 / 3) x_{12} x_{10} d x_{7} \\
v^{8} & =d x_{12}-x_{11} d x_{13}+(1 / 3) x_{11} x_{10} d x_{7} \\
v^{9} & =d x_{14} \\
v^{10} & =x_{14} d x_{15} \\
v^{0} & =(1 / 3) x_{15} d x_{7} .
\end{aligned}
$$

Higher dimensional generalisations are possible, and if $L$ is fixed, Theorem 8.3.1 will yield estimates polynomial in the background dimension for the densities of low-dimensional projections of the solutions.

## CHAPTER 10

## Lower bounds and the 'separated progressive Hörmander condition'

### 10.1. Motivation

The following well-known example shows that under weak Hörmander, the density of the solution can be null on large sets. Similar examples are mentioned in both [50] and [39]:

$$
\begin{align*}
& m=n=2, \quad d=1, \quad F=\mathrm{Id},  \tag{10.1.1}\\
& \sigma^{0}\binom{x}{y}=\binom{0}{x^{2}}, \quad \sigma^{1}\binom{x}{y}=\binom{1}{0} .
\end{align*}
$$

It is clear that the density of the solution starting at zero is null at points $(x, y)$ with $y<0$.
Since this example actually does satisfy the progressive Hörmander condition, it is worth wondering what is different between this situation compared to situations where lower bounds exist (such as the ones in $[\mathbf{2 0} \mathbf{5 0} \mathbf{5}$ ). It appears the problem has to do with the positivity of polynomials of even degree, and more precisely, we see that this issue is related to the existence of areas of $\mathcal{L}^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ which are not in the support of $* W$, and we guess that the first (in terms of order) potentially problematic direction is the direction $e^{[1,[1,0]]}$.

Indeed, a simple calculation shows the appearance of boundary conditions for the signature of the path of $* \gamma$ for an arbitrary path $\gamma$ of bounded variation:

PROPOSITION 10.1.1. Let $\gamma$ be a smooth path in $\mathbb{R}$ parametrised over $[0,1]$ with $\gamma_{0}=0$. The signature $S$ (at time 1) of $* \gamma$ satisfies:

$$
S^{[1,[1,0]]} \geq \frac{-\left(S^{[1]}\right)^{2}}{4}
$$

Proof. We have:

$$
\begin{aligned}
S^{(1,1,0)} & =\int_{0}^{1} \int_{0}^{s_{3}} \int_{0}^{s_{2}} \dot{\gamma}_{s_{1}} d s_{1} \dot{\gamma}_{s_{2}} d s_{2} d s_{3} \\
& =\int_{0}^{1} \frac{\gamma_{s}^{2}}{2} d s \\
S^{(1,0,1)} & =\int_{0}^{1} \int_{0}^{s_{3}} \int_{0}^{s_{2}} \dot{\gamma}_{s_{1}} d s_{1} d s_{2} \dot{\gamma}_{s_{3}} d s_{3} \\
& =\int_{0}^{1}\left(\gamma_{s} \gamma_{1}-\gamma_{s}^{2}\right) d s
\end{aligned}
$$

and

$$
\begin{aligned}
S^{(0,1,1)} & =\int_{0}^{1} \int_{0}^{s_{3}} \int_{0}^{s_{2}} d s_{1} \dot{\gamma}_{s_{2}} d s_{2} \dot{\gamma}_{s_{3}} d s_{3} \\
& =\int_{0}^{1} s \dot{\gamma}_{s}\left(\gamma_{1}-\gamma_{s}\right) d s \\
& =\gamma_{1}^{2}-\gamma_{1} \int_{0}^{1} \gamma_{s} d s-\frac{\gamma_{1}^{2}}{2}+\int_{0}^{1} \frac{\gamma_{s}^{2}}{2} d s \\
& =\frac{\gamma_{1}^{2}}{2}+\int_{0}^{1} \frac{\gamma_{s}^{2}}{2} d s-\gamma_{1} \int_{0}^{1} \gamma_{s} d s
\end{aligned}
$$

Therefore we obtain:

$$
\begin{aligned}
S^{[[1,[1,0]]} & =\int_{0}^{1} 3 \gamma_{s}^{2}-3 \int_{0}^{1} \gamma_{s} \gamma_{1}+\frac{\gamma_{1}^{2}}{2} \\
& =\int_{0}^{1} 3\left(\gamma_{s}-\frac{1}{2} \gamma_{1}\right)^{2}-\frac{\gamma_{1}^{2}}{4} \geq-\frac{\gamma_{1}^{2}}{4}
\end{aligned}
$$

as expected.
In the next sections, we show that one can move freely in all directions $e^{[\alpha]}$ with either $o_{1}(\alpha) \leq$ 1 or $o_{0}(\alpha)=0$. The spirit of the 'separated Hörmander condition' is to ensure that the effect of 'problematic' directions such as $e^{[1,[1,0]]}$ or $e^{[1,[1,[1,[1,0]]]]}$ is relatively negligible because the diffusion can already move freely at a faster speed along these directions thanks to terms of lower scaling taken from 'nice directions' such as $e^{[1,3]}$ or $e^{[0,[0,1]]}$.

Lemma 10.2.1 below, coupled with Proposition 5.2.6, already shows the local equivalence between the Léandre distance and the log-homogeneous distance (and by extension, the distance $d_{t}$ ) for systems satisfying the separated progressive Hörmander condition. It is also one of the main steps to prove our probabilistic result.

### 10.2. On the support of the $\log$ signature of $* W$

The first aim of this section is to provide a linear subspace of $\mathcal{L}^{l}\left(\mathbb{R}^{d+1}\right)$ such that the projection of $\log \operatorname{sig}(* W)$ on it has full support. This will be the first step to proving lower bounds under the separated progressive Hörmander condition. We do not worry about polynomial or proper dependence here.

We will use the following notation:

$$
\begin{aligned}
A_{l} & =\operatorname{span}_{\substack{o_{0}(\alpha)=0 \\
\#(\alpha) \leq l}} e^{[\alpha]} \\
B_{l} & =\operatorname{span}_{\substack{o_{0}(\alpha) \geq 1 \\
o_{1}(\alpha)=1, \#(\alpha) \leq l}} e^{[\alpha]} \\
C_{l} & =\operatorname{span}_{\substack{o_{0}(\alpha) \geq 1 \\
o_{1}(\sigma) \geq 2, \#(\alpha) \leq l}} e^{[\alpha]} \\
E_{l} & =A_{l} \oplus B_{l} \oplus C_{l} \\
\bar{B} & =B \oplus \operatorname{span}_{i=1, \ldots, d} e^{i} \\
\bar{A} & =A / \operatorname{span}_{i=1, \ldots, d} e^{i} .
\end{aligned}
$$

We sometimes omit the subscript $l$. We have that

$$
\begin{aligned}
\mathcal{L}^{l}\left(\mathbb{R}^{d+1}\right) & =\operatorname{span}\left(e^{[0]}\right) \oplus A \oplus B \oplus C \\
& =\operatorname{span}\left(e^{[0]}\right) \oplus E
\end{aligned}
$$

LEMMA 10.2.1. Let $b \in B$ (resp. $b \in \bar{B}$ ), there exists a piecewise linear curve $\gamma \in \mathcal{P}_{1}^{d+1}$ and an element $F(b) \in E$ such that

$$
\begin{aligned}
F(b) & =\operatorname{logsig}(* \gamma) \\
\operatorname{Pr}_{A_{\infty}}(F(b)) & =0 \quad\left(\text { resp. } \operatorname{Pr}_{\bar{A}_{\infty}}(F(b))=0\right) \\
\operatorname{Pr}_{B_{l}}(F(b)) & =b \quad\left(\text { resp. } \operatorname{Pr}_{\bar{B}_{l}}(F(b))=b\right) \quad \text { and } \\
\left\langle e^{[0]}, F(b)\right\rangle & =1 .
\end{aligned}
$$

Furthermore, there exists a constant $C$ such that for any $b \in B$,

$$
\begin{aligned}
|* \gamma|_{L^{2}} & \leq C|b|
\end{aligned}=C|b|_{\mathcal{L}^{l}\left(\mathbb{R}^{d+1}\right), 1}, ~=C|b|=C| |_{\mathcal{L}^{l}\left(\mathbb{R}^{d+1}\right), 1} .
$$

where $|\cdot|_{\mathcal{L}^{l}\left(\mathbb{R}^{d+1}\right), t}$ denotes the time scaled homogeneous norm on $\mathcal{L}^{l}\left(\mathbb{R}^{d+1}\right)$.

Proof. By compactness and scaling, it is enough to find $\gamma$ and $F(b)$ satisfying the first set of conditions, as long as $F$ is continuous, which will clearly be the case from our construction. We will show the statement for $\bar{B}$ and $\bar{A}$, as the one for $B$ and $A$ follows immediately. We will also write an element $b \in \bar{B}$ as $x=\left(x_{1}, x_{2}, \ldots, x_{l}\right)$ with $x_{i} \in \mathbb{R}^{d}$ so that $x$ is the expression of $b$ in the basis given by the $w^{i, j}=e^{[0,[0,[0, \ldots, j]]]}$ where there are $i-1$ zeros's and one $j$ in the bracketed expression.

We have

$$
\bar{B}=\operatorname{span}_{1 \leq i \leq l, j=1,2, \ldots d} w^{i, j}
$$

In the first constructions below, for $u \in \mathbb{R}^{d}$, the signature $\left(\lambda e^{[0]}+u\right)$ is always achieved with the straight path $* \gamma$ parametrised over $[0, \lambda]$ such that $* \gamma_{\lambda}=u$.

We now prove the result by induction:
Initial case. For $l=1$, one can simply take the linear path corresponding to the following expression:

$$
\left(e^{[0]}+x\right)=\left(e^{[0]}+x_{1}\right)
$$

Induction case. Suppose that $x=\left(x_{1}, \ldots, x_{l+1}\right) \in \bar{B}_{l+1}$ is given. For any $z \in \bar{B}_{l+1}$, write $u=\left(0, z_{2}, z_{3}, \ldots, z_{l+1}\right)$ and consider the following element of $\mathcal{L}^{l+1}\left(\mathbb{R}^{d}\right)$ :

$$
\delta=\delta_{1} \otimes \delta_{2}=\left(\frac{e^{[0]}}{2}+z_{1}\right) \otimes\left(\frac{e^{[0]}}{2}+u\right)
$$

All the terms of the form $\left[\delta_{1},\left[\delta_{2}, \ldots\left[\delta_{1}\right]\right]\right]$ in the Baker-Campbell-Hausdorff (BCH) formula expansion for $\delta_{1} \otimes \delta_{2}$ can further be expanded so that we obtain an expression involving multiple brackets of $\frac{e^{[0]}}{2}, z_{1}$, and $u$ only. Now, consider $\operatorname{Pr}_{A \oplus B}(\delta)$. Here all the terms in the above expansion involving both $z_{1}$, and $u$ are in $C$. Therefore, we can write

$$
\begin{align*}
& \operatorname{Pr}_{\bar{A}_{\infty}}(\delta)=0 \quad \text { and } \quad \forall i \leq l+1  \tag{10.2.1}\\
& \operatorname{Pr}_{\mathrm{span}_{1 \leq j \leq d}} w^{i, j} \\
&(\delta)=z_{i}+\frac{1}{4} z_{i-1}+\sum_{k=2}^{i-1} \mu_{k, i} z_{i-k}=\sum_{k=0}^{i-1} \mu_{k, i} z_{i-k}
\end{align*}
$$

with $\mu_{0, i}=1$ and $\mu_{1, i}=\frac{1}{4}$.
Next, for our fixed $x=\left(x_{1}, \ldots, x_{l+1}\right) \in \bar{B}_{l+1}$ we can turn equation (10.2.1) into the following system of $l+1$ ( $\mathbb{R}^{d}$-dimensional) equations with $l+1\left(\mathbb{R}^{d}\right.$-dimensional) unknowns:

$$
\forall 1 \leq i \leq l+1, \quad x_{i}=\sum_{k=0}^{i-1} \mu_{k, i} z_{i-k}
$$

which has the recursively defined solution

$$
\begin{aligned}
& z_{1}=x_{1} \quad \text { and } \quad \forall 2 \leq i \leq l+1 \\
& z_{i}=x_{i}-\sum_{k=1}^{i-1} \mu_{k, i} z_{i-k}
\end{aligned}
$$

We fix $z$ (and therefore $u$ ) given by the solution thus obtained. Now for any $\bar{y} \in \bar{B}_{l}$, by the induction hypothesis, there is a piecewise linear path $\gamma_{y}$ such that $\operatorname{Pr}_{\bar{B}_{l} \oplus \bar{A}_{\infty}}\left(\operatorname{logsig}\left(* \gamma_{y}\right)\right)=\bar{y}$. Write $y$ for $\operatorname{Pr}_{\bar{A}_{\infty} \oplus B_{l+1}}\left(\operatorname{logsig}\left(* \gamma_{\bar{y}}\right)\right)$. Because

$$
\operatorname{Pr}_{\bar{A}_{\infty}}\left(\log \operatorname{sig}\left(* \gamma_{y}\right)\right)=0
$$

we have that

$$
\operatorname{Pr}_{\bar{B}_{l+1} \oplus \bar{A}_{\infty}}\left(-\gamma_{y}\right)=-y
$$

The following element of $\mathcal{L}^{l+1}\left(\mathbb{R}^{d}\right)$ can be obtained as the concatenation of rescaled versions of $\gamma_{y}$ and $-\gamma_{y}$ :

$$
\bar{\delta}=\bar{\delta}_{1} \otimes \bar{\delta}_{2}=\left(\frac{e^{[0]}}{4}-y\right) \otimes\left(\frac{e^{[0]}}{4}+y\right)
$$

Here we have written $\bar{\delta}_{1}=\left(\frac{e^{[0]}}{4}-y\right)$ and $\bar{\delta}_{2}=\left(\frac{e^{[0]}}{4}+y\right)$ etc for notational simplicity. We can apply the BCH formula to expand the above expression.

All the terms of the form $\left[\bar{\delta}_{1},\left[\overline{\delta_{2}}, \ldots\left[\overline{\delta_{1}}\right]\right]\right]$ in the BCH formula expansion for $\overline{\delta_{1}} \otimes \overline{\delta_{2}}$ can further be expanded so that we obtain an expression involving multiple brackets of $\frac{e^{[0]}}{4}$ and $y$ only.

All the terms of the form $[y,[-y, \ldots[y,-y]]]$ (involving only $y$ and $-y$ ) cancel each other from the symmetry of the BCH formula ${ }^{1}$; then any term left involving more than one $y$ is an element of $C$ (its projections on $A$ and $B$ are zero). Indeed, any non zero such term must involve at least one of $\frac{e^{[0]}}{2}$, on top of at least two of $y$. This means any such term is in the span of the $e^{[\alpha]}$ where $o_{1}(\alpha) \geq 2$ and $o_{0}(\alpha) \geq 1$.

So the only terms left are the terms involving exactly one $y$. All those terms involve at least one $\frac{e^{[0]}}{2}$, so we have that $\operatorname{Pr}_{\bar{A}_{\infty}}(\delta)=0$.

As a conclusion and using the explicit form of the BCH formula for order up to 2 , we obtain (with the convention that $y_{i}=0$ for $i \leq 0$ ):

$$
\begin{aligned}
\operatorname{Pr}_{\bar{A}_{\infty}}(\bar{\delta}) & =0 \quad \text { and } \quad \forall i \leq l+1, \\
\operatorname{Pr}_{\mathrm{span}_{1 \leq j \leq d} w^{i, j}}(\bar{\delta}) & =\frac{1}{4} y_{i-1}+\sum_{k=2}^{i-1} \lambda_{k, i} y_{i-k}=\sum_{k=0}^{i-1} \lambda_{k, i} y_{i-k}
\end{aligned}
$$

for some fixed $\lambda_{k} \in \mathbb{R}$ coming from the algebraic BCH expansion only (a priori $\lambda_{k}=0$ is possible for $k \geq 2$ ) and in particular, not depending on $y$. Here $\lambda_{0, i}=0$ and $\lambda_{1, i}=\frac{1}{4}$ For our any given $u_{2}, \ldots, u_{l+1}$ (obtained above), we can now turn Eq. 10.2 into the following linear system of equations with $l \mathbb{R}^{d}$-dimensional unknowns $y_{1}, y_{2}, \ldots, y_{l}$ :

$$
\forall 2 \leq i \leq l+1, \quad u_{i}=\sum_{k=1}^{i-1} \lambda_{k, i} y_{i-k}
$$

This is easily solved as a triangular system with recursive solution:

$$
\begin{gathered}
y_{1}=4 u_{2} \quad \text { and } \quad \forall 2 \leq i \leq l \\
y_{i}=4 u_{i+1}-\sum_{k=2}^{i} 4 \lambda_{k, i+1} y_{i+1-k}
\end{gathered}
$$

It follows that the quantities $y, z, u$ thus defined satisfy the following

$$
\operatorname{Pr}_{A \oplus B}\left(\left(\frac{e^{[0]}}{2}+z_{1}\right) \otimes\left(\frac{e^{[0]}}{4}-y\right) \otimes\left(\frac{e^{[0]}}{4}+y\right)\right)=b
$$

Now recall that $\left(\frac{e^{[0]}}{2}+z_{1}\right)$ can be canonically represented as a linear path $* \gamma_{1}$ parametrised over $\left[0, \frac{1}{2}\right]$, and by the induction hypothesis plus simple rescaling, $\left(\frac{e^{[0]}}{4}+y\right)$ and $\left(\frac{e^{[0]}}{4}-y\right)$ can be represented as piecewise linear paths $* \gamma_{2}$ and $* \gamma_{3}$ parametrised over $\left[\frac{1}{2}, \frac{3}{4}\right]$ and $\left[\frac{3}{4}, 1\right]$ respectively.

Then the concatenation $* \gamma_{1} \otimes * \gamma_{2} \otimes * \gamma_{3}$ satisfies the required conditions.
Using this lemma, we can finally prove the following proposition, which shows that the projection onto $A \oplus B$ of the support of the $\log$ signature is the full space $A \oplus B$.

Proposition 10.2.2. Let $u=a+b \in A \oplus B$ with $a \in A$ and $b \in B$, there exists a piecewise linear curve $\gamma \in \mathcal{P}_{1}^{d+1}$ and an element $F(b) \in E$ such that

$$
F(b)=\log \operatorname{sig}(* \gamma)
$$

[^22]\[

$$
\begin{aligned}
& \operatorname{Pr}_{A}(F(b))=a \\
& \operatorname{Pr}_{B}(F(b))=b \quad \text { and } \\
& \left\langle e^{[0]}, F(b)\right\rangle=1
\end{aligned}
$$
\]

Furthermore, there exists a constant $C$ such that for any $u$,

$$
\begin{aligned}
|* \gamma|_{L^{2}} & \leq C|u|_{\mathcal{L}^{l}\left(\mathbb{R}^{d+1}\right), 1} \\
|F(b)|_{\mathcal{L}^{l}\left(\mathbb{R}^{d+1}\right), 1} & \leq C|u|_{\mathcal{L}^{l}\left(\mathbb{R}^{d+1}\right), 1}
\end{aligned}
$$

where $|\cdot|_{\mathcal{L}^{l}\left(\mathbb{R}^{d+1}\right), t}$ denotes the time-scaled homogeneous norm on $\mathcal{L}^{l}\left(\mathbb{R}^{d+1}\right)$.
Proof. As in the proof of Lemma 10.2.1, by compactness and scaling, it is enough to find $\gamma$ and $F(b)$ satisfying the first set of conditions, as long as $F$ is continuous, which will clearly be the case from our construction.

Now, using Lemma 7.0.11, and rescaling, we can pick a path $\gamma_{a}=\gamma_{0}$, parametrised over $\left[0, \frac{1}{l+2}\right]$ with $\operatorname{Pr}_{A}(\log \operatorname{sig}(* \gamma))=\log \operatorname{sig}(\gamma)=a$. Let $\eta_{0}=\operatorname{Pr}_{B}\left(\log \operatorname{sig}\left(* \gamma_{a}\right)\right)$. For $i=1, \ldots, l$, we define $\eta_{i}$ by

$$
\left(\frac{(i+1) e^{[0]}}{l+2}+\eta_{i}\right)=\left(\frac{i e^{[0]}}{l+2}+\eta_{i-1}\right) \otimes\left(\frac{e^{[0]}}{l+2}-\operatorname{Pr}_{B}\left(\eta_{i-1}\right)\right)
$$

Note that we have $\operatorname{Pr}_{\operatorname{span}_{i \leq k, j \in\{1, \ldots, d\}}} w^{i, j}\left(\eta_{k}\right)=0$, and in particular, $\operatorname{Pr}_{B}\left(\eta_{l}\right)=0$. We also have $\operatorname{Pr}_{A}\left(\eta_{i}\right)=a$ for all $i$.

Now by a simple extension of Lemma 10.2.1, for any $u \in B$, we can find a path $\gamma_{u}$ parametrised over $\left[\frac{i}{l+2}, \frac{i+1}{l+2}\right]$ with

$$
\operatorname{Pr}_{A \oplus B}\left(\operatorname{logsig}\left(* \gamma_{u}\right)\right)=\frac{e^{[0]}}{l+2}+u
$$

We apply this to the $\left(\frac{e^{[0]}}{l+2}-\operatorname{Pr}_{B}\left(\eta_{i-1}\right)\right)$ and find $\gamma_{i}$ with $\operatorname{Pr}_{A \oplus B}\left(\gamma_{i}\right)=\left(\frac{e^{[0]}}{l+2}-\operatorname{Pr}_{B}\left(\eta_{i-1}\right)\right)$. We now have that

$$
\operatorname{Pr}_{A \oplus B}\left(\gamma_{0} \otimes \gamma_{1} \otimes \ldots \otimes \gamma_{l}\right)=a
$$

Finally, we pick a path $\gamma_{l+1}$, parametrised over $\left[\frac{l+1}{l+2}, 1\right]$ such that

$$
\operatorname{Pr}_{A \oplus B}\left(\log \operatorname{sig}\left(\gamma_{l+1}\right)\right)=\delta=\left(y_{1}, y_{2}, \ldots, y_{l}\right) \in B
$$

with $\delta=\left(y_{1}, y_{2}, \ldots, y_{l}\right) \in B$ solving the system

$$
\begin{aligned}
& b_{i}=y_{i}+\sum_{k=1}^{i-1} \lambda_{k, i} y_{i-1} \quad \text { for } i \neq 2 \text { and } \\
& b_{2}+\frac{\operatorname{Pr}_{\operatorname{span}_{k=1, \ldots, d} e^{k}(a)}^{l+2}=y_{2}+\frac{y_{1}(l+1)}{2(l+2)}}{l}
\end{aligned}
$$

where the $\lambda_{k, i}$ are obtained through BCH expansion of the formula

$$
\operatorname{Pr}_{A \oplus B}\left(\left(\frac{(l+1) e^{[0]}}{l+2}+a\right) \otimes\left(\frac{e^{[0]}}{l+2}+y\right)\right)=a+b
$$

(Note that this can be done because cross-brackets involving both elements of $A$ and elements of $B$ cancel, being elements of $C$.)

We now have

$$
\operatorname{Pr}_{A \oplus B}\left(\gamma_{0} \otimes \gamma_{1} \otimes \ldots \otimes \gamma_{l} \otimes \gamma_{l+1}\right)=a+b
$$

as required.
While the above is enough for purely deterministic purposes (such as proving equivalence of pseudo-distances), more work needs to be done to produce elements of $\mathcal{S}$ with strictly positive density.

Proposition 10.2.3. For any $0 \leq t \leq 1$, there exists a function $\phi_{t}: A \oplus B \rightarrow A \oplus B \oplus C$ such that
(1) for all $u \in A \oplus B, \operatorname{Pr}_{A \oplus B}\left(\phi_{t}(u)\right)=u$,
(2) $\phi_{t}$ is differentiable away from the origin,
(3) $\phi_{t}$ is scale invariant, meaning that for any $0 \leq t \leq 1, \phi_{t}(u)=\phi_{1}\left(\delta_{\frac{1}{t}}(u)\right)$, where as usual $\delta_{s}$ denotes the homogeneous dilations on $\mathcal{L}^{l}\left(\mathbb{R}^{d+1}\right)$ or any of its subspaces.
(4) For any $M>0$, there exists a constant $C_{M}$ such that for any $u \in A \oplus B$ such that $|u|_{\mathcal{S}}^{2} \leq M t$, we have

$$
p_{t}\left(\phi_{t}(u)\right) \geq \frac{C_{M}}{t^{\frac{\nu}{2}}}
$$

where $p_{t}: \mathcal{S} \rightarrow \mathbb{R}^{+}$is the density function of the random variable $\operatorname{Pr}_{\mathcal{S}}\left(\operatorname{logsig}(* W)_{t}\right), \mathcal{S}=$ $A \oplus B \oplus C$, and $\nu$ and $|\cdot|_{\mathcal{S}}$ are the homogeneous dimension and norm on $\mathcal{S}$ respectively.

Proof. By scaling, we can suppose without loss of generality that $t=1$, as long as we define $\phi_{t}$ from $\phi_{1}$ using the formula $\phi_{t}(u)=\phi_{1}\left(\delta_{\frac{1}{t}}(u)\right)$.

Note that the random variable $\operatorname{Pr}_{\mathcal{S}}\left(\operatorname{logsig}(* W)_{t}\right)$ has a smooth density in $\mathcal{S}$ by (a localised version of) Hörmander's theorem for SDE with time dependent coefficients, or similar results from the first part of this thesis.

Step 1 [Definition of a bi-scaling invariant $\bar{\phi}$ ]. First, we prove that there exists a $\bar{\phi}: A \oplus B \rightarrow$ $A \oplus B \oplus C$ such that for all $u \in A \oplus B$,

$$
\operatorname{Pr}_{A \oplus B}\left(\bar{\phi}_{t}(u)\right)=u
$$

and

$$
p_{t}\left(\bar{\phi}_{t}(u)\right)>0
$$

To see this, observe first that for any $u \in A \oplus B$, by Proposition 10.2.2, $F(u)$ belongs to the support of the random variable $\operatorname{Pr}_{\mathcal{S}}\left(\log \operatorname{sig}(* W)_{1}\right)$. Because by definition, the support is the closure of its interior, this implies that the projection of the interior of the support of $\operatorname{Pr}_{\mathcal{S}}\left(\log \operatorname{sig}(* W)_{t}\right)$ onto $A \oplus B$ is a dense open set.

Now, observe that for $u \in A+B$, writing $p^{A \oplus B}$ for the density of the projected random variable $\operatorname{Pr}_{A \oplus B}\left(\operatorname{logsig}(* W)_{1}\right)$ we have that

$$
\begin{equation*}
p_{1}^{A \oplus B}(u)=\int_{\substack{P r_{A \oplus B}(v)=u \\ v \in A \oplus B \oplus C}} p_{1}(v) \tag{10.2.2}
\end{equation*}
$$

It follows from this and the continuity of $p_{1}$ that for almost every $u \in A \oplus B, p_{1}^{A \oplus B}(u)>0$.
We now make use of the algebraic structure of the subspaces $A, B, C$ again: recall that for any $a_{1}, a_{2} \in A, b_{1}, b_{2}, \in B, c_{1}, c_{2} \in C, \lambda, \mu \in \mathbb{R}^{+}$we have

$$
\left(\lambda e^{[0]}+a_{1}+b_{1}+c_{1}\right) \otimes\left(\mu e^{[0]}+a_{2}+b_{2}+c_{2}\right)=\left(\lambda e^{[0]}+a_{1}+b_{1}\right) \otimes\left(\mu e^{[0]}+a_{2}+b_{2}\right)+c_{3}
$$

for some $c_{3} \in C$. For any $v, u \in A \oplus B$, we also have a continuous way of choosing an element $w \in A+B$ such that $\left(\frac{1}{2} e^{[0]}+v\right) \otimes\left(\frac{1}{2} e^{[0]}+w\right)=e^{[0]}+u+c$ for some $c \in C$ : for instance, take the projection on $A+B$ of the element $\left(F_{\frac{1}{2}}(v)\right)^{-1}\left(F_{1}(u)\right)$ where the inverse is taken in the Carnot group of step $l$ with $d+1$ underlying dimensions and $F$ is the function from Proposition 10.2.2 rescaled with the time scale indicated as index). We write this element $w=I(v, u)$. It follows that we can use a similar argument to $p^{A \oplus B}$ as the one used on the density of the log signature of $W($ not $* W)$ in [37]: we have

$$
p_{1}^{A+B}(u) \geq \int_{v \in A \oplus B} p_{\frac{1}{2}}^{A+B}(v) p_{\frac{1}{2}}^{A+B}(I(v, u)) d v
$$

Since $p_{\frac{1}{2}}^{A+B}(\cdot)$ is non zero almost everywhere, it follows from the above that $p_{1}^{A+B}(\cdot)$ is non zero everywhere (and by scaling, the same is true of $p_{t}^{A+B}(\cdot)$ for any $t$ ). Using that information to reinterpret formula (10.2.2) above, we see that for every $u \in A \oplus B$, there must exist a $v \in$
$A \oplus B \oplus C$ such that $p_{1}^{A \oplus B \oplus C}(v)>0$. We denote that element $v=\bar{\phi}_{1}(u)$, and extend this definition for other times by scaling.

Note that this construction does not yet guarantee that $\bar{\phi}_{t}$ is smooth away from the origin. This is the problem we remedy in Step 2.

We now make the following observation: because for fixed $t$, a path of $\log$ signature $t e^{[0]}+v$ for some $v \in \mathcal{S}$ can be rescaled, for any $s$, into a path of $\log$ signature $t e^{[0]}+\bar{\delta}_{s}(v)$, where $\bar{\delta}_{s}$ denotes the homogeneous dilation in $\mathcal{S}$ where the degree of $e^{[\alpha]}$ is assigned to be $o_{1}(\alpha)$ instead of $|\alpha|$, we can conclude that $v$ is in the interior of the support of $\operatorname{Pr}_{\mathcal{S}}\left(\operatorname{logsig}(* W)_{t}\right)$ if and only if $\bar{\delta}_{s}(v)$ is ${ }^{2}$. It follows that we can define $\bar{\phi}_{t}$ in a way that is scaling invariant both with respect to dilations $\delta_{s}$ and to dilations $\bar{\delta}_{s}$ acting only on the non-time components.

Step 2 [Definition of $\phi_{t}$, smooth away from the origin]
We now want to turn $\bar{\phi}_{t}$ into a smooth function $\phi_{t}$. To do this we must readapt a certain proportion of the construction from the previous proofs.

The first and main step is to reprove Lemma 10.2 .1 for $\bar{B}$ (not $B$ ), in such a way that the log-signature (minus the time component) of the path constructed is in the interior of the support.

To do that, note that for any $i, j$ with $i+1 \leq l, j=1,2, \ldots d$ and $i \geq 1$, writing $w^{i, j}$ for $e^{[0,[0,[0, \ldots,[0, j]]]]}$ where there are $i$ zero's, we have for any $s>0$ and any $\lambda \in \mathbb{R}$, by the previous part of the proof, an element $\bar{\phi}_{s}\left(\lambda w^{i, j}\right) \in \operatorname{Supp}\left(\operatorname{Pr}_{\mathcal{S}}\left(\operatorname{logsig}(* W)_{s}\right)^{\circ}\right.$. Now for any element $u \in \bar{B}_{l}$, develop via BCH the following equation (the order of concatenation is assumed to be fixed!):

$$
x(\lambda)=\otimes_{\substack{1 \leq i \leq l-1 \\ 1 \leq j \leq d}} \bar{\phi}_{1 /(l-1)}\left(\lambda_{i j} w^{i, j}\right) \simeq u
$$

where $\simeq$ means equal up to an element of $C$.
By definition of $\bar{\phi}$, we have that $\operatorname{Pr}_{\bar{A}}(x(\lambda))=0$ for any choice of $\lambda$. The above system is a linear triangular system in $\lambda$, and therefore has a solution which is a smooth function of $u$. For the $\lambda$ that solves the system, we define $\phi(u)=\log \operatorname{sig}(x(\lambda))$. Then $\phi(u)$ is a continuous function of $u$ because $\lambda$ is a continuous function of $u$ and $\bar{\phi}_{s}\left(\lambda_{i j} w^{i, j}\right)$ is continuous on the set $\{(i, j): 1 \leq i \leq l-1,1 \leq j \leq d\} \otimes \mathbb{R} \otimes \mathbb{R}$. This proves the equivalent of Lemma 10.2.1 further ensuring that $\phi$ is smooth away from the origin, and that $\phi(u) \in \operatorname{Supp}\left(\operatorname{logsig}(* W)_{t}\right)^{\circ}$ for any $u \in \bar{B}_{l}$. A simple extension of Proposition 7.0.11 that there exist some numbers $L(l) \in \mathbb{N}$, $\kappa_{1}, \ldots, \kappa_{L(l)} \in\{1,2, \ldots, d\}, t_{0}=0 \leq t_{1} \leq \ldots, t_{L(l)}=s$ such that for any element $a \in A$, and any $s$, it is possible to express $s e^{[0]}+a$ as

$$
\begin{aligned}
& s e^{[0]}+a \\
& =\operatorname{Pr}_{A}\left(\left(t_{1}+\lambda_{1} e^{\kappa_{1}}\right) \otimes\left(\left(t_{2}-t_{1}\right) e^{[0]}+\lambda_{2} e^{\kappa_{2}}\right) \otimes \ldots \otimes\left(\left(t_{L(l)}-t_{L(l)-1}\right)+\lambda_{L(l)} e^{\kappa_{L(l)}}\right)\right)
\end{aligned}
$$

with the choice of $\lambda$ being smooth away from the origin and respecting all the usual scaling properties. Indeed, just pick a suitable path for the initial case, and the induction case is then unchanged. In the above concatenation, we now replace each element of the form $\left(t_{i}-t_{i-1}\right) e^{[0]}+\lambda_{i} e^{\kappa_{i}}$ by $\left(\left(t_{i}-t_{i-1}\right) e^{[0]}+\phi_{t_{i}-t_{i-1}}\left(\lambda_{i} e^{\kappa_{i}}\right)\right)$. This yields a smoothly defined element $\psi(a)$ with

$$
\psi(a) \in \operatorname{Supp}\left(\operatorname{Pr}_{\mathcal{S}}\left(\log \operatorname{sig}(* W)_{s}\right)\right)^{\circ} \quad \text { and } \quad \operatorname{Pr}_{A}(\psi(a))=a
$$

Now, for any $u \in A \oplus B$, we can proceed through the proof of Proposition 10.2.2, using the above constructions instead of the original piecewise linear ones, to obtain our element $\phi(u)$ which satisfies the same properties as $F$ does in Proposition 10.2.2, plus smoothness and the property that $\phi(u)=\operatorname{Supp}\left(\operatorname{Pr}_{\mathcal{S}}\left(\operatorname{logsig}(* W)_{t}\right)\right)^{\circ}$. Indeed, after having expressed $t e^{[0]}+\phi(u) \in \mathcal{S}$ as a concatenation $\otimes_{i=1}^{L}(l)\left(s_{i} e^{[0]}+u_{i}\right)$ for some fixed $L(l)$ and some $u_{1}, \ldots, u_{L(l)}$ depending on the construction, we apply again the classic integration argument that

$$
p_{\sum s_{i}}(u)
$$

[^23]$$
=\int_{\left(s_{1} e^{0}+u_{1}\right) \otimes\left(s_{2} e^{0}+u_{2}\right) \otimes \ldots \otimes\left(s_{n}+u_{N}\right)=t e^{0}+u} p_{s_{1}}\left(u_{1}\right) p_{s_{2}}\left(u_{2}\right) \ldots p_{N}\left(u_{N}\right) d u_{1} d u_{2} \ldots d_{u_{N}}
$$
and
$$
\forall i, \quad p_{s_{i}}\left(u_{i}\right)>0
$$
imply
$$
p_{\sum s_{i}}(u)>0
$$

As usual, this argument uses the continuity of the density, which is known from (the time-dependent version of) Hörmander's theorem, or alternatively, the previous parts of this thesis.

Because for any $u, \phi(u)>0$, restricting $u$ to the compact $|u|_{\mathcal{S}}^{2} \leq M$ (for $t=1$ ) ensures we have a constant $C_{M}$ such that

$$
p\left(\phi_{1}(u)\right) \geq C_{M}
$$

The required upper bound now follows by Brownian Scaling. This concludes the proof.

### 10.3. Application: Lower bounds for systems satisfying the separated weak progressive Hörmander condition

Definition. We say that the system $\mathcal{A}=(x, \sigma, F)$ (for F linear) satisfies the separated weak progressive Hörmander condition with constants $\left(L, H_{L}\right)$ if the following conditions are satisfied:

- $\mathcal{A}$ is $\left(L, H_{L}\right)$-detailed weak progressive Hörmander
- The vector fields $\sigma$ are $\left(L, H_{L}\right)$-detailed weakly uniformly progressively finitely generated
- For any multi-index $\alpha$ such that $o_{1}(\alpha) \geq 2, o_{0}(\alpha) \geq 1$ and $|\alpha| \leq L$, there exist some $\lambda$ such that

$$
\begin{aligned}
\sum_{|\beta|<|\alpha|} \lambda_{\beta} \sigma^{[\beta]} & =\sigma^{[\alpha]} \quad \text { and } \\
\sum_{\beta}\left|\lambda_{\beta}\right|^{2} & \leq H_{L}^{-1}
\end{aligned}
$$

First, we must slightly adapt our construction of the compensated signature to this setting. Define, similarly to the development of showed for the compensated signature,

$$
\bar{\Psi}: T^{L}\left(\mathbb{R}^{d}, \mathbb{R}\right) / \operatorname{span}\left(e^{(0)}\right) \rightarrow \mathcal{S} / \operatorname{Ker}\left(F^{S R_{r}}\right)
$$

such that

$$
\begin{aligned}
\sum_{h \in H} \bar{\Psi}^{h}(s) \sigma^{h} & =\sum_{|\alpha| \leq L} \sigma^{\alpha} s^{\alpha} \\
|\bar{\Psi}(s)|^{2} & \leq \bar{H}_{L}^{-1}|s|^{2} \quad \text { and } \quad \forall i \leq L \\
s \in \operatorname{span}_{\substack{|\alpha| \leq i \\
\alpha \neq(0)}} \quad \Longrightarrow \bar{\Psi}(s) \in \operatorname{span}_{\substack{|\alpha| \leq i, \alpha \neq(0) \\
o_{1}(\alpha) \leq 1 \vee o_{0}(\alpha)=0}}^{\alpha} & e^{[\alpha]}
\end{aligned}
$$

for some constant $\bar{H}_{L}$. Then define the following function:

$$
\begin{gathered}
\bar{\Psi}_{1}: T^{L}\left(\mathbb{R}^{d}, \mathbb{R}\right) / \operatorname{span}\left(e^{(0)}\right) \rightarrow \mathcal{S} / \operatorname{Ker}\left(F^{S R_{r}}\right) \\
s \mapsto \operatorname{Pr}_{\mathcal{S} / \operatorname{Ker}\left(F^{S R_{r}}\right)}(s)+\bar{\Psi}\left(s-\operatorname{Pr}_{\mathcal{S}}(s)\right)
\end{gathered}
$$

Writing $S$ for the $l^{\text {th }}$ order signature, we can now define the $l^{\text {th }}$ order strictly compensated signature $\bar{R}_{l}$ by

$$
\begin{array}{r}
\tilde{S}:=\operatorname{Pr}_{T^{L}\left(\mathbb{R}^{d}, \mathbb{R}\right) / \operatorname{span}\left(e^{(0)}\right)}(S) \\
\bar{R}_{l}:=\bar{\Psi}_{1}(\tilde{S})+\bar{\Psi}_{2}\left(F^{S T}(S-\tilde{S})-\bar{x}_{t}\right) .
\end{array}
$$

We write $\overline{\mathcal{F}}_{l}$ (or $\overline{\mathcal{F}}$, omitting the index $l$ ) for the strictly compensated signature space

$$
\operatorname{span} \underset{\substack{\alpha \neq(0) ;|\alpha| \leq L \\ o_{0}(\alpha)=0 \vee o_{1}(\alpha) \leq 1}}{ } e^{[\alpha]} / \operatorname{Ker}\left(F^{S R_{r}}\right),
$$

and $F^{\bar{R} T}$ for the restriction of $F^{S T}$ to $\overline{\mathcal{F}}$.
We now have the following:
Theorem 10.3.1. Let $\mathcal{A}$ be a uniformly $(L, g, G)$-tense, $\left(L, H_{L}\right)$-separated weak progressive Hörmander system. Suppose $g \geq(2 n+2)^{2} 2^{4 L}+n+3$. There exists a proper constant $D$ such that for any $M>0$, there exists a constant $C_{M}$ such that and for any $x, y$ and $t$ such that $d_{t, \log , \infty}(x, y)+\sqrt{t} \leq D$ and $d_{t, \log , \infty}(x, y) \leq M t$, we have

$$
p_{t}(x, y) \geq \frac{C_{M}}{\left|B_{d_{t, l \mathbf{l o g}, \infty}}(\sqrt{t})\right|}
$$

If the system is only $(L, g, G)$-tense, $\left(L, H_{L}\right)$-separated weak progressive Hörmander in a compact set $\mathcal{K}$ around $* x$, the same result holds for any $* x$, y in a fixed compact set $\mathcal{K}^{\prime}$ of non zero distance to $\mathcal{K}$.

Proof. Fix $l \geq(2 n+2)^{2} 2^{4 L}$. Start by picking $D$ small enough that the following conditions are satisfied:

- $F^{\log (S), R, l}$, restricted to $u \in \mathcal{S}$ with $|u|_{\mathcal{S}} \leq 2 D$ and any $t \leq D$, has a $C^{\infty}$ constant bounded by a proper constant.
- For $|u|_{\mathcal{S}} \leq 2 D$ and any $t \leq D$, each diagonal bloc of $J F^{\log (S), R, l}(\phi(u)+\cdot)$, relative to components of the same scaling has a pseudo-inverse bounded by a proper constant.
- $D$ is small enough to apply Theorem 7.1.1.

Recall that it is a fact about the construction of $F^{\log (S), R, l}$ for progressive Hörmander systems that this can be done for $D$ being a proper constant. Note that $F^{\log (S), R, l}$ is the composition of the exponential function with a linear ( $x$ dependent) map. Because we don't aim to show anything about the dependence of our constants in the final estimate apart from uniformity in space-time, we do not need the fact that $D$ is proper, but we do need the fact that the constant does not depend on the initial point $x$.

We note the following consequence of Theorem 4.4.1:
the density $p_{t}(s)$ for $s \in \mathcal{S}$ of $\operatorname{Pr}_{\mathcal{S}}(\operatorname{logsig}(* W))$ is differentiable and for time $t=1$ and $|s|_{\mathcal{S}}^{2} \leq M$ (for any fixed $M$ ), the derivatives of given order are bounded above by some constant $\bar{C}_{M}$. By Brownian scaling, this immediately gives that for arbitrary $t \leq 1,|s|_{\mathcal{S}}^{2} \leq t M$ and $\alpha \in$ $\operatorname{Multi}(\{0,1, \ldots, d\}) \backslash\left\{e^{0}\right\}$, we have for some fixed $\bar{C}_{M}$ :

$$
\left|\frac{\partial p_{t}(s)}{\partial e^{\alpha}}\right| \leq \frac{\bar{C}_{M}}{t^{\frac{\nu}{2}+|\alpha|}}
$$

Therefore if $\left|s+s^{\prime}\right|_{\mathcal{S}}^{2} \leq M t$; we have that ${ }^{3}$

$$
\left|p_{t}\left(s+s^{\prime}\right)-p_{t}(s)\right| \leq \frac{K_{M}\left|s^{\prime}\right|_{\mathcal{S}}^{2} / t}{t^{\frac{\nu}{2}}}
$$

for some $K_{M}$. Using Proposition 10.2.3, this shows that if $u \in A \oplus B,|u|_{\mathcal{S}}^{2} \leq M t,\left|\phi(u)+s^{\prime}\right|_{\mathcal{S}}^{2} \leq$ $M t$ and $\left|s^{\prime}\right|_{\mathcal{S}}^{2} \leq C_{M} / 2 K_{M}$ (where $C_{M}$ is the constant from Proposition 10.2.3), we have the following:

$$
p_{t}\left(\phi(u)+s^{\prime}\right)>\frac{C_{M}}{t^{\frac{\nu}{2}}}-\frac{K_{M}\left|s^{\prime}\right|{ }_{\mathcal{S}}^{2} / t}{t^{\frac{\nu}{2}}} \geq \frac{C_{M}}{2 t^{\frac{\nu}{2}}} .
$$

Replacing $C_{M}$ and $K_{M}$ by $C_{4 M}$ and $K_{4 M}$ in the above statements and using Lemma 5.1.2 (triangle inequality up to constants in graded spaces with homogeneous norms) we obtain that, still for any fixed $M$, there exist constants $R_{M}$ and $K_{M}$ such that for any $u \in A \oplus B$ with $|u|_{\mathcal{S}}^{2} \leq t M$, and any $s \in \mathcal{S}$ with $|s|_{\mathcal{S}}^{2} \leq t R_{M}$, we have

$$
p_{t}(\phi(u)+s)>\frac{K_{M}}{t^{\frac{\nu}{2}}}
$$

[^24]Consider any $v$ inside the strictly compensated signature space $\overline{\mathcal{F}}$. The key point is that the function $F^{\log (S), R, l} \circ \phi: A \oplus B \rightarrow \mathcal{F}$ satisfies the conditions of Proposition 5.2.6, as a consequence of the separated progressive Hörmander condition. Indeed, the $M_{j}$ have good Jacobians by construction of $F^{S, \bar{R}_{l}}$, the $\psi^{j}$ come from the exponential function applied to the lower components of $u$, and the $\phi_{k}^{i}$ 's come from the construction of $\phi(u)$, which require all of the $u_{i}$ 's to construct, but have strictly lower scaling because of the strict requirement $|\beta|<|\alpha|$ in the definition of the separated progressive Hörmander condition. Therefore there exist proper constants $D_{1}, C_{1}$ such that if $|v|_{\mathcal{F}}^{2}, t \leq D_{1}$, there exists a $u \in A \oplus B$ such that $|u|_{\mathcal{S}}^{2} \leq C_{1}|v|_{\mathcal{F}}^{2}$ and $F^{\log (S), R, l}(\phi(u))=v$.

Now, replace $D$ by $\bar{D}=\min \left(D_{1}, D, D / C_{1}\right)$. We want to use the disintegration formula 2.2.1 on the neighborhood of $\phi(u)$ in the fiber $\left(F^{\log (S), R, l}\right)^{-1}(\{v\})$. Because the isoscaled diagonal blocs of the Jacobian of $F^{\log (S), R, l}$ continue to have good pseudo-invertibility properties (second condition in 10.3) the area of the relevant neighborhoods in each fiber is greater than $Q_{M} t^{\frac{\nu-\bar{\nu}}{2}}$ for some constant $Q_{M}$ (still proper, at this point). If it is furthermore the case that $|v|_{\mathcal{F}}^{2} \leq t D_{M}$ (where $D_{M}$ comes from the application of Proposition 5.2.6 to make sure that $|u|_{\mathcal{S}}^{2},|\phi(u)|_{\mathcal{S}}^{2} \leq M t$ ), we can use Eq. 10.3 and the disintegration formula 2.2 .1 to finally obtain, for some new $C_{M}, D, D_{M}$, and for any $v \in \mathcal{F}$ with $|v|_{\mathcal{S}}^{2} \leq D_{M} t$ and $|v|_{\mathcal{S}}^{2} \leq D$ and any $t \leq D$,

$$
p_{t}(v) \geq \frac{C_{M}}{t^{\frac{\bar{\nu}}{2}}}
$$

(Here $p_{t}(v)$ denotes the density at $v$ of the random variable $\bar{R}_{l}$ )
This puts us in a position to apply the results of Part 2 on Models, more specifically, Theorem 5.1.2, to obtain that for $p_{t}^{l}$ being the density of the $l$ th order KST approximation $\bar{Y}_{t}$ of $Y_{t}$, we have for any $y$ and $t$ such that $d_{t, \log , \infty}(x, y)+\sqrt{t} \leq D$ and $d_{t, \log , \infty}(x, y) \leq M t$,

$$
\begin{aligned}
p_{t}^{l}(x, y) & >C_{M} \frac{e^{-d_{\log , l, t}(x, y)^{2}}}{\left|B_{d_{t, \log , l}}(x, \sqrt{t})\right|} \\
& \geq \frac{C_{M}}{\left|B_{d_{t, \log , l}}(x, \sqrt{t})\right|} \\
& \geq \frac{C_{M}}{\left|B_{d_{t, \log , \infty}}(x, \sqrt{t})\right|},
\end{aligned}
$$

where $C_{M}$ changes from line to line, and we have used doubling conditions and Theorem 7.1.1 at the last line.

Because the above line of reasoning obviously works exactly the same way if we replace $p_{t}^{l}$ by a localised version of it, localised by $\xi$ such that $\xi=0$ whenever $|\log \operatorname{sig}(* W)| \geq 1 / 2$, we can now use Theorem 6.4.1, with with the same localising function $\xi$, to obtain for some proper constant $C$ and some constants $C_{M}$ (depending on $M$ but not $x$ ) that change from line to line,

$$
\begin{aligned}
p_{t}(x, y) & \geq p_{t}^{\xi}(x, y) \geq p_{t}^{l, \xi}(x, y)-C t \\
& >\frac{C_{M}}{\left|B_{d_{t, \text { log }, \infty}}(x, \sqrt{t})\right|}-C t \\
& \geq \frac{C_{M}}{\left|B_{d_{t, \text { log }, \infty}}(x, \sqrt{t})\right|},
\end{aligned}
$$

as required. The last statement is the consequence of another similar localizing argument.
We can now concatenate the above result to show that the density of a uniformly separated weak Hörmander system is strictly positive everywhere:

THEOREM 10.3.2. Let $\mathcal{A}$ be a uniformly $(L, g, G)$-tense, $\left(L, H_{L}\right)$-separated weak progressive Hörmander $\operatorname{SDE}(F=\mathrm{Id})$. Suppose $g \geq(2 n+2)^{2} 2^{4 L}+n+3$. we have, for any $y$, any $x$ and
any $t$,

$$
p_{t}(x, y)>0
$$

Proof. Let $\theta$ be a path in $\mathcal{L}^{L}\left(\mathbb{R}^{d+1}\right)$ such that the solution to the SDE

$$
\begin{aligned}
x_{0} & =x \\
d x_{t} & =\sum_{a \in H}(\sigma)^{a}\left(x_{t}\right) \frac{\partial \theta_{t}^{a}}{\partial t} d t=\sum_{a \in H} * \sigma^{a}\left(x_{t}\right) \frac{\partial \theta_{t}^{a}}{\partial t} d t
\end{aligned}
$$

has $x_{1}=y$. We can find times $0<s_{1}<s_{2}<\ldots s_{N}$ such that $x_{s_{1}}, x_{s_{2}}, \ldots, x_{s_{N}}$ satisfy for any $i=1, \ldots, N-1, d_{s_{i}-s_{i-1}}\left(x_{i-1}, x_{i}\right)+\sqrt{s_{i}-s_{i-1}} \leq D$ where $D$ is the constant from Theorem 10.3.1. Pick:

$$
M=2 \sup _{i} \frac{d_{s_{i}-s_{i-1}}\left(x_{i-1}, x_{i}\right)^{2}}{s_{i}-s_{i-1}}
$$

Then, we can apply Theorem 10.3 . 1 to obtain the strict positivity of the density of $x_{s_{i}}$ conditional on the position of $x_{s_{i-1}}$. The classic integration argument $p_{t}(x, y)=\int_{x_{1}, \ldots x_{N}} \Pi_{i=1}^{N} p_{t}\left(x_{i-1}, x_{i}\right)$, coupled with the continuity of the density (which as usual we know even from Hörmander's theorem), allows us to conclude that $p_{t}(x, y)>0$, as expected.

REMARK 10.3.1. Of course, the optimal possible $M$ to choose above is a multiple of $d_{t}(x, y)$, but unlike the zero drift situation, this information isn't very easy to make the most of because the tail behaviour of sums of integrals of the form $\sum_{|\alpha|=i} W^{\alpha}$ for $o_{1}(\alpha)$ and $o_{0}(\alpha)$ non fixed is more difficult to study. In [20], indices of same order but different $o_{1}$ and $o_{0}$ don't mix, which helps in getting a global estimate.

REMARK 10.3.2. In [30] (Section 4), the authors manage to prove the strict positivity of the density for a different specific class of examples of diffusion which does not necessarily satisfy the separated progressive Hörmander condition.

## CHAPTER 11

## Examples of systems satisfying the separated weak progressive Hörmander condition

The Pigato SDE 9.0.2 satisfies the separated weak progressive Hörmander condition. The Delarue-Menozzi chain of differential Eqs. 9.0.4 from Chapter 9, and the two-sided version 9.0.5, with an elliptic assumption on the $\sigma$ 's also satisfies the separated weak progressive Hörmander condition. Below are more elaborate examples.

### 11.1. Multiple interacting (elliptic) Delarue-Menozzi chains

A more general class of examples would be the following further extension of 9.0.4:
Let $G=G_{b} \cup G_{y} \cup G_{n}$ a graph composed of a set of blue vertices $G_{b}$, a set of yellow vertices $G_{y}$, and a set of black edges $G_{n}$, such that the following conditions are satisfied:

- each yellow vertex is of degree two
- For each yellow vertex $v_{1}$, there are at least two paths of the form $\left(v_{1}, v_{2}, \ldots v_{N}\right)$ such that for any $i \leq N,\left(v_{i-1}, v_{i}\right)$ is an edge, $v_{1}, \ldots v_{N-1}$ are yellow, and $v_{N}$ is blue.
- For each black vertex $v_{1}$, there is only one path of the form $\left(v_{1}, v_{2}, \ldots v_{N}\right)$ such that for any $i \leq N,\left(v_{i-1}, v_{i}\right)$ is an edge, $v_{1}, \ldots v_{N-1}$ are yellow, and $v_{N}$ is not black. Furthermore, for the only such path, it is the case that $v_{N}$ is blue.

Now, let $\mathcal{S}$ be the set of maps from $G$ to $\mathbb{R}^{n}$, our state space.
For each yellow vertex $v \in G_{y}$, define $D(v)$ to be the set composed of the two immediate neighbours of $v$. Set also $\bar{D}(v)=D(v)$

For each black vertex $v$, define $D(v)$ to be the union of the set of all vertices that can be reached from $v$, but are not on the path $\left(v=v_{1}, v_{2}, \ldots v_{N}\right)$ and the set $\left\{v, v_{2}\right\}$. Set also $\bar{D}=\left\{v_{2}\right\}$.

Consider the following SDE in $\mathcal{S}$ :

$$
\begin{aligned}
S & \in \mathcal{S} \\
S_{0} & =0 \\
\forall v \in G_{n} \cup G_{y}, \quad d S_{t}^{v} & =\sum_{w \in D(v)} B^{v, W}(S) d t \\
\forall v \in G_{b}, \quad d S_{t}^{v} & =\sigma_{v}(S) \circ d W_{t}^{v},
\end{aligned}
$$

where for any $s, v, w, B^{v, w}, \sigma^{v}$ are matrices in $\mathbb{R}^{n} \otimes \mathbb{R}^{n}$ satisfying the following conditions:

- All operator norms of $B^{v, w}, \sigma^{v}$ are uniformly bounded by a constant $C$.
- $\forall v \in G_{n} \cup G_{y}$, and for any $\omega \in \mathbb{R}^{n}$, there exists a $\lambda \in \mathbb{R}^{n \#(\bar{D}(v))}$ such that $|\lambda|^{2} \leq H^{-1}$ (for some given constant $H$ ) and (where $w$ runs over all elements of $\bar{D}(v)$ :

$$
\left(\partial_{s^{w_{1}}} B^{v, w_{1}} \partial_{s^{w_{2}}} B^{v, w_{2}} \ldots\right) \lambda=\omega
$$

- $\operatorname{det}\left(\sigma^{v}\left(\sigma^{v}\right)^{T}\right)$ is bounded below uniformly over $s$ and $v$.

Such a system is uniformly weak separated progressive Hörmander, in particular, Theorems 10.3.1 and 10.3.2 apply.

The following graph shows an example. An arrow from a to b signifies that $B_{a}$ depends on $S^{b}$. All arrows from points $F, G, H$ have been drawn.


### 11.2. More specific examples

1. The following SDE is not mono-scaled, and is one of the most simple 'completely nontrivial' examples of an separated weak progressive Hörmander system.

Consider the following SDE in $\mathbb{R}^{4}: X_{0}=0 ; \quad d X_{t}=\sigma\left(X_{t}\right) \circ d W_{t}$ with

$$
\sigma^{1}\left(\begin{array}{l}
x \\
y \\
z \\
u
\end{array}\right)=\left(\begin{array}{c}
1 \\
0 \\
-y \\
0
\end{array}\right), \quad \sigma^{2}\left(\begin{array}{l}
x \\
y \\
z \\
u
\end{array}\right)=\left(\begin{array}{c}
0 \\
1 \\
x \\
0
\end{array}\right), \quad \sigma^{0}\left(\begin{array}{c}
x \\
y \\
z \\
u
\end{array}\right)=\left(\begin{array}{c}
0 \\
0 \\
x^{2} \\
x u+1
\end{array}\right) .
$$

The non zero brackets and derivatives of order less than 5 are:

$$
\begin{gathered}
\sigma^{[12]}=\left(\begin{array}{l}
0 \\
0 \\
2 \\
0
\end{array}\right), \quad \sigma^{(12)}=\left(\begin{array}{l}
0 \\
0 \\
1 \\
0
\end{array}\right), \quad \sigma^{(21)}=\left(\begin{array}{c}
0 \\
0 \\
-1 \\
0
\end{array}\right), \\
\sigma^{[10]}=\left(\begin{array}{c}
0 \\
0 \\
2 x \\
u
\end{array}\right), \quad \sigma^{(01)}=\left(\begin{array}{l}
0 \\
0 \\
0 \\
0
\end{array}\right), \quad \sigma^{(10)}=\left(\begin{array}{c}
0 \\
0 \\
2 x \\
u
\end{array}\right), \\
\sigma^{[1,[1,0]]}=\left(\begin{array}{l}
0 \\
0 \\
2 \\
0
\end{array}\right), \quad \sigma^{[0,[1,0]]}=\left(\begin{array}{c}
0 \\
0 \\
0 \\
1+x u
\end{array}\right)-\left(\begin{array}{c}
0 \\
0 \\
0 \\
x u
\end{array}\right)=\left(\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right) .
\end{gathered}
$$

We see that the separated progressive weak Hörmander condition is satisfied. In particular, Theorems 10.3.1 and 10.3.2 apply.

The intuitive explanation of the separated weak Hörmander philosophy using this particular example is: by our construction in 10.2 .2 etc, 'the diffusion moves freely', at speed $t^{5 / 2}$ in the direction $\sigma^{[0,[1,0]]}=\left(\begin{array}{l}0 \\ 0 \\ 0 \\ 1\end{array}\right)$. On the other hand, fourth order $\left(=\right.$ at speed $t^{2}$ ) movement in the direction of $\sigma^{[1,[1,0]]}=\left(\begin{array}{l}0 \\ 0 \\ 2 \\ 0\end{array}\right)$ is constrained and problematic because of issues mentioned such as the phenomenon observed in 10.1.1 and in Léandre's example (10.1.1). However, unconstrained movement in the same direction is occurring at speed $t$ from $\sigma^{[1,2]}$. Theorem 5.2.6 helps show that the 'free' order two movement wins over the constrained order four movement.

## Part 4

Löcherbach systems

## CHAPTER 12

## Introduction and first properties

The notation in the chapter on 'composite systems', the notation in the rest of Part 4, and the notation in the rest of this thesis, are three independent sets of notations. For instance, here we will use $l$ to denote the number of particles, as in [42] and [10] not the order of any Taylor approximation, as in the rest of the thesis and in [37].

### 12.1. The independent case

In [10], Bally and Löcherbach consider a finite system of branching diffusions with immigration, where the movement of each particle is independent from the others.

More precisely, the model is the following (as explained in [10], with different notation): Write $S=\cup_{l \geq 0} \mathbb{R}^{n \times l}$ for the set of all configurations of particles in $\mathbb{R}^{n}$. Write elements of $S$ as $x=\left(x^{1}, x^{2}, \ldots, x^{l}\right)$.

We consider the following a process $\eta_{t} \in S$ whose sample paths are piecewise continuous $\mathbb{R}^{n \times l}$-valued functions, for varying $l$, with the following assumptions:

- During the life time of an $l$ - particle configuration, each particle $\xi^{k}$ ( for $k=1,2, \ldots, l$ ) evolves, independently of other particles, according to the following SDE:

$$
\begin{equation*}
d \xi_{t}^{k}=\sum_{i=1}^{d} \sigma^{i}\left(\xi^{k}\right) \circ d W_{t}+\sigma^{0}\left(\xi^{k}\right) d t=\sum_{i=0}^{d} \sigma^{i}\left(\xi^{k}\right) \circ d W_{t} \tag{12.1.1}
\end{equation*}
$$

- Particles branch at a position dependent Poisson rate $\kappa(\cdot)$ according to the reproduction law $\left(p_{k}(\cdot)\right)_{k \in \mathbb{N}_{0}}$. Each new particle then evolves according to the SDE (12.1.1).
- New particles appear at rate $c>0$. The immigration measure $r$ satisfies $r(d x)=r(x) d x$ (other situations are also considered in [10]).
- At time 0 , the system starts at the void configuration with no particles.

The assumptions are:

- $\sigma, \kappa$ are $C^{\infty}$ and bounded, and there exist constants $a_{1}, a_{2}$ such that $a_{1} \leq \kappa(z) \leq a_{2}$ for any $z \in \mathbb{R}^{m}$;
- $\sigma$ satisfies the weak Hörmander condition uniformly with constant $H_{L}$;
- there exists a fixed probability measure $\bar{p}$ on $\mathbb{N}_{0}$ such that $\sum_{0}^{\infty} \bar{p}_{k}<1$, and for any $x \in \mathbb{R}^{n}$, there exists a probability measure $\hat{p}$ on $\mathbb{N}_{0}$ such that $p \star \hat{p}=\bar{p}$, where $\star$ denotes convolution of probability measures.
We very briefly summarize the strategy used for the proof in [10], since it is useful to understand the proof in the interacting case. See [10] for further details.

Following [10], we write $\bar{m}$ for the invariant measure (for a Borel set $A \subset \mathbb{R}^{n}, \bar{m}(A)$ is the expected number of particles in $A$ for a random configuration following the invariant probability of the process in $S$ ), $\Delta$ for the void configuration (with no particles), and $R$ for the first return time to $\Delta$. For a configuration $\eta$ and a Borel set $A \subset \mathbb{R}^{n}$, we also write $\eta(A)$ for the number of particles in $A$.

Write, for $x, y \in \mathbb{R}^{n}$ and $A \subset \mathbb{R}^{n}$ :

$$
\begin{aligned}
U(x, A) & =\mathbb{E}_{x}\left(\int_{0}^{\infty} e^{-\int_{0}^{s} \kappa\left(\xi_{r}\right) d r} 1_{A}\left(\xi_{s}\right) d s\right) \\
K(x, d y) & =U(x, d y)(\kappa \rho)(y)=\mathbb{E}_{x}\left(\int_{0}^{\infty} e^{-\int_{0}^{s} \kappa\left(\xi_{r}\right) d r}(\kappa \rho)(y) \delta_{\xi_{s}}(d y) d s\right)
\end{aligned}
$$

Roughly speaking, $U(x, A)$ is the expected amount of time that a particle started at $x$ will spend in $A$ before death, and $K(x, d y)$ is the expected number of first generation offspring that will be born at $y$ supposing we start with a configuration of one particle at $x$.

It is proved in [10] and [29] that

$$
\begin{equation*}
\bar{m}(A)=\frac{1}{\mathbb{E}_{\Delta}(R)} \mathbb{E}_{\Delta}\left(\int_{0}^{R} \eta_{s}(A) d s\right)=c \sum_{N=0}^{\infty} r K^{N} U(A) \tag{12.1.2}
\end{equation*}
$$

Classical results from [36], or the rest of this thesis, show that $U(x, d y)$ has a smooth density. If one is to show that $\bar{m}$ has a density, the main difficulties will be to show that $U^{N}$ also has a density, and that the summation involved in (12.1.2) converges in a sufficiently strong sense.

Using the inverse stochastic flow $\phi_{t, 0}(\cdot)$, we can rewrite $K$ in a form closer to the expression of a density function: For a test function $\psi$,

$$
r K \psi=\mathbb{E}\left(\int_{0}^{\infty} r\left(\phi_{t, 0}(y)\right) e^{-\int_{0}^{s} \kappa\left(\phi_{t, s}(x)\right) d s} \psi(y)(\kappa \rho)(y) J\left(\phi_{t, 0}(y)\right) d y d t\right)
$$

where $J(\cdot)$ denotes the Jacobian.
Next define, for any $\epsilon>0$ :

$$
\theta(r)(x)=\theta_{\epsilon}(r)(x)=(\kappa \rho)(x) \mathbb{E}\left(\int_{0}^{\epsilon} r\left(\phi_{t, 0}(x)\right) J\left(\phi_{t, 0}(x)\right) e^{-\int_{0}^{s} \kappa\left(\phi_{t, s(x)}\right) d r} d t\right)
$$

Note that $\theta$ is the invariant density of a branching process with $c=1$, no possibility of branching (only death), and where death is forced to occur at time $\epsilon$ if it hasn't occurred before. Because, by classical results, $\mathbb{E}\left(J\left(\phi_{t, 0}(x)\right)\right)$ is locally space-time integrable, we can pick $\epsilon$ so that $\theta$ is a contraction. Then we can define:

$$
\Theta(r)(x)=\Theta_{\epsilon}(r)(x)=\sum_{N=1}^{\infty} \frac{\theta^{N}(y)(x)}{(\kappa \rho)(x)}
$$

Write also $\gamma_{t}(x, \cdot)$ for the density of the $\kappa$-killed diffusion started at $x$, and

$$
T(x, y)=T_{\epsilon}=\Theta_{\epsilon}\left(\gamma_{\epsilon}(x, \cdot) \kappa \rho\right)(y)+\gamma_{\epsilon}(x, y)
$$

Then the key formula to understand the proof in [10] is the following, where $p(r, x)$ denotes the density of the invariant measure $\bar{m}$ (in particular, $\bar{m}$ has a density):

$$
p(r, x)=c \Theta_{\epsilon}(r)(x)+\int p(r, y) T_{\epsilon}(y, x) d y
$$

The first term corresponds to particles arriving in the small set $d x$ coming from a line of descendants which all died (branched) after a life of less than $\epsilon$. The existence of the density, and the above formula, are established via dominated convergence applied to formula (12.1.2) after changes of variables along the lines described above.

### 12.2. Description of the general case.

In [42], Löcherbach investigates the situation where each particle's movement, branching rate and distribution are influenced by the configuration of other particles. The existence of an invariant density is established under assumptions that include uniform ellipticity of the driving vector fields $\sigma$. This is in contrast with the independent situation, where only the weak Hörmander condition was required. In this section, we both:

- Reproduce the result under weaker assumptions (getting rid of assumption 'H6' from [42]), and in a more general situation where the rates are allowed to depend in a certain way on the path of the process rather than only the position of other particles at time $t$, and
- Prove an extension of the result to a weak Hörmander situation, at the cost of imposing the so called 'No Degeneracy from Interaction' (NDI) condition, and assuming a proof of a strongly polynomial version of Theorem 4.4.1.

Both situations will be treated simultaneously due to the similarities between the two proofs. (In fact one could even see the elliptic case as a particular case of the NDI case)

The model is the following, and includes 'latent particles', meant to model path-dependence of the branching rate and diffusion coefficients:

- The configuration space is $S=\cup_{l \in \mathbb{N}_{0}} \mathbb{R}^{n \times l} \otimes \mathbb{R}^{n \times \mathcal{F}(l)}$. The $l$ first particles are the 'real' particles, and the $\mathcal{F}(l)$ others are the 'latent particles'. $\mathcal{F}: \mathbb{N}_{0} \rightarrow \mathbb{N}_{0}$ is a fixed function satisfying $\mathcal{F}(x) \leq C_{P} x^{P}$ for some fixed $P, C_{P}$ and such that

$$
\mathcal{F}(0)=0
$$

We write a complete configuration in the form

$$
\left(\eta_{t}, \bar{\eta}_{t}\right)=\left(\eta^{1}, \eta^{2}, \ldots, \eta^{l}, \bar{\eta}^{1}, \ldots, \bar{\eta}^{\mathcal{F}(l)}\right) \in S
$$

- During the lifetime of each configuration, particles $\xi \in \mathbb{R}^{n \times l}$ and $\zeta \in \mathbb{R}^{n \times \mathcal{F}(l)}$ move according to the following SDE

$$
\begin{aligned}
& d \xi^{i}=\sum_{k=0}^{d} \sigma^{k}(i, \xi, \zeta) \circ d W_{i, t}^{k} \quad \forall i \in\{1,2, \ldots, l\} \\
& d \zeta^{i}=\sum_{k=0}^{d} \Sigma^{k}(i, \xi, \zeta) \circ d W_{i, t}^{k} \quad \forall i \in\{1,2, \ldots, \mathcal{F}(l)\},
\end{aligned}
$$

where each value of $i$ corresponds to an independent Brownian motion

$$
* W_{i, \bullet}=\left(t, W_{i, t}^{1}, W_{i, t}^{2}, \ldots, W_{i, t}^{d}\right)
$$

We will often omit the subscript $i$ when it is clear from context.

- Real particles branch at branching rate $\kappa$ according to a uniformly bounded reproduction law $p$, and latent particles adapt their configuration and branch accordingly. More specifically,
- A particle $x^{i}$ with $i \in\{1,2, \ldots, l\}$ which belongs to a configuration

$$
(x, y)=\left(x^{1}, x^{2}, \ldots, x^{l}, y^{1}, y^{2}, \ldots, y^{\mathcal{F}(l)}\right) \in \mathbb{R}^{n(l+\mathcal{F}(l))}
$$

will die during interval $[t, t+h]$ with probability $\kappa(i, x, y) h+o(h)$.

- At its death, a particle $x^{i}$ is replaced by $k$ particles, where $k \in\{0,2,3, \ldots, K\}$ (for some fixed $K \in \mathbb{N}$ ) is chosen according to a probability distribution

$$
p(i, x, y)=\left(p_{0}(i, x, y), p_{2}(i, x, y), \ldots, p_{K}(i, x, y)\right)
$$

- At each branching event $T_{N}$, where particle $\eta^{i}$ branches into $k$ new particles, the latent particles $\bar{\eta}$ change position according to the following equation:

$$
\bar{\eta}_{T+}=\overline{\mathcal{F}}_{1, l, k, i}\left(\eta_{T-}, \bar{\eta}_{T-}\right)
$$

where $\overline{\mathcal{F}}_{1, l, k, i}: \mathbb{R}^{n \times l} \otimes \mathbb{R}^{n \times \mathcal{F}(l)} \rightarrow \mathbb{R}^{n \times \mathcal{F}(l+k-1)}$ is a fixed function (no assumptions on $\overline{\mathcal{F}}_{1}$ are required).

- Particles enter the configuration at constant rate $c>0$. Each immigrant chooses its position according to the an immigration law $\pi(d x)=\pi(x) d x$. We suppose $\pi \in C_{b}\left(\mathbb{R}^{n}\right)$.
- At each immigration event $T_{N}$, where particle $\eta^{l+1}$ appears at position $x^{l+1}$, the latent particles $\bar{\eta}$ change position according to the following equation:

$$
\bar{\eta}_{T+}=\bar{\eta}_{T}=\overline{\mathcal{F}}_{2, l}\left(\eta_{T}, \bar{\eta}_{T-}\right)
$$

where $\overline{\mathcal{F}}_{2, l}: \mathbb{R}^{n \times(l+1)} \otimes \mathbb{R}^{n \times \mathcal{F}(l)} \rightarrow \mathbb{R}^{n \times \mathcal{F}(l+1)}$, is a fixed function (no assumptions on $\overline{\mathcal{F}}_{2}$ are required).
The subcriticality and boundedness assumptions are the following:

- (SC1) $\kappa(\cdot)$ satisfies $a \leq \kappa \leq b$ for some fixed $0<a<b$.
- (SC2) The probability distribution $p(i, x, y)$ satisfies $p_{k} \leq \bar{p}_{k}$ for all $i, x, y, k$ and for some fixed $\left(\bar{p}_{0}, \bar{p}_{2}, \ldots, \bar{p}_{K}\right)$ such that

$$
\bar{p}_{0}+\bar{p}_{2}+\ldots+\bar{p}_{K}<1
$$

- (BO) For each $q$, there exists a constant $C_{q}$, independent of $l$, such that for any $k \in$ $\{0,1, \ldots, d\}, i \in \mathbb{N}, x \in \mathbb{R}^{n \times l}, y \in \mathbb{R}^{n \times \mathcal{F}(l)}, u, u_{1}, u_{2}, \ldots, u_{q} \in\{1,2, \ldots, n\}$, $v_{1}, v_{2}, \ldots, v_{q} \in\{1,2, \ldots, l+\mathcal{F}(l)\}$, and any $x, y$, writing $z=(x, y) \in \mathbb{R}^{n \times(l+\mathcal{F}(l))}$, we have:

$$
\begin{aligned}
\left|\frac{\partial^{q}\left(\sigma^{k}(i, x, y)\right)_{u}}{\partial z_{u_{1}}^{v_{1}} \partial z_{u_{2}}^{v_{2}} \ldots \partial z_{u_{q}}^{v_{q}}}\right| & \leq C_{q} \\
\left|\frac{\partial^{q}\left(\Sigma^{k}(i, x, y)\right)_{u}}{\partial z_{u_{1}}^{v_{1}} \partial z_{u_{2}}^{v_{2}} \ldots \partial z_{u_{q}}^{v_{q}}}\right| & \leq C_{q} \\
\left|\frac{\partial^{q}(\kappa(i, x, y))_{u}}{\partial z_{u_{1}}^{v_{1}} \partial z_{u_{2}}^{v_{2}} \ldots \partial z_{u_{q}}^{v_{q}}}\right| & \leq C_{q} .
\end{aligned}
$$

The non-degeneracy assumption is either one of the following:

- (Ellipticity, E) There exists a fixed constant $E$ such that for any unit $v \in \mathbb{R}^{n}$, any $l, i, x, y$, we have:

$$
\sum_{k=1}^{d}\left\langle\sigma^{k}(i, x, y), v\right\rangle^{2}>E,
$$

or, the combination of both of the following conditions:

- (No Degeneracy from Interactions, NDI) For each $l, i$, there exists a function

$$
\lambda: \mathbb{N} \otimes \mathbb{R}^{n \times l} \otimes \mathbb{R}^{n \times \mathcal{F}(l)} \rightarrow \mathbb{R}^{d \times d}
$$

a function

$$
\beta: \mathbb{N} \otimes \mathbb{R}^{n \times l} \otimes \mathbb{R}^{n \times \mathcal{F}(l)} \rightarrow \mathbb{R}
$$

and $d$ vector fields $\underline{\sigma}^{k}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ such that for any $l, x, y, i, k, q$, the derivatives, in any axis direction, of order less than $q$, of $\underline{\sigma}^{k}$ and all the entries of $\lambda$ are uniformly bounded by $C_{q}$, and the following holds for any $i, l, x, y$ for some fixed constant $E>0$ :

$$
\begin{aligned}
\sigma(i, x, y)^{k} & =\sum_{j=1}^{d} \underline{\sigma}\left(x^{i}\right)^{j} \lambda_{j, k}(i, x, y) \quad(\forall k \in\{1,2, \ldots, d\}) \\
\sigma^{0}(i, x, y) & =\beta(i, x, y) \underline{\sigma}^{0}\left(x^{i}\right) \\
E & \leq \lambda_{*}(\lambda(i, x, y)) \\
E & <\beta<\frac{1}{E}
\end{aligned}
$$

- (Weak Hörmander condition on the underlying, H) There exist constants $\left(L, H_{L}\right)$ such that for any $u \in \mathbb{R}^{n}$, and any unit $v \in \mathbb{R}^{n}$,

$$
\sum_{\substack{\alpha \in \operatorname{Multi}(\{0,1, \ldots, d\}) \\|\alpha| \leq L, \alpha \neq(0)}}\left\langle\underline{\sigma}^{[\alpha]}(u), v\right\rangle^{2}>H_{L} .
$$

As explained in the next section, the assumptions SC1 and SC2 ensure subcriticality and that the zero configuration $\Delta$ is a recurrent point. Following [42], we are interested in the intensity measure $\bar{m}$ associated to this branching diffusion, i.e., writing $R$ for the return time to the null configuration $\Delta$ and for any set $A$, writing $\eta_{t}(A)$ for the number of ('real') particles in the set $A$ at time $t$ :

$$
\bar{m}(A)=\frac{\mathbb{E}\left(\int_{0}^{R} \eta_{t}(A) d t\right)}{\mathbb{E}(R)}
$$

We will show that $\bar{m}$ admits a continuous density in the elliptic case and that it admits a continuous density in the NDI case assuming a proof of a strongly polynomial version of Theorem 4.4.1. The first step is the recurrence of the null configuration, which was already established in [42] and [29] (the differences between the settings in terms of non-degeneracy are not relevant to that
aspect), then the main technical step involving density estimation will be the estimate in the next chapter.

### 12.3. Consequence of subcriticality

Here we explain the point made in Lemma 4.1 from [42]. Note that this lemma does not require any non-degeneracy assumption, and can be used in our context.

LEMMA 12.3.1. Under the subcriticality assumptions SC1 and SC2, we have that

$$
\mathbb{P}\left(T_{k}<R\right) \leq C e^{-c k}
$$

for some constants $C, c$.
Sketch of Proof. The idea (see [42] and [29]) is the following:
To alleviate notation, we assume there are no latent particles, and $K=2$, the general case is similar. Begin by constructing a coupled process $\bar{\eta}$ such that at every branching event, the probability of splitting into two particles is exactly $\bar{p}_{2}$. The immigration process stays the same. This can be done whilst making sure that at every time, the number of particles $\ell(\bar{\eta})$ in $\bar{\eta}$ is more than the number of particles $\ell(\eta)$ in $\eta$.

Next, we define a process $\tilde{\eta}$ with state space $\mathbb{N} \otimes\{0\}$ as branching diffusion where particles do not move, in a coupled way with $\bar{\eta}$ : (taking some notational liberties) if the lifetime of a given particle $p_{N}$ in $\bar{\eta}$ and all its descendants $p_{1}, p_{2}, \ldots, p_{N-1}$ (with positions $\xi_{t}^{1}, \xi_{t}^{2}, \ldots, \xi_{t}^{n} \in \mathbb{R}^{n} \cup \varnothing$ ) are

$$
\left[T_{0}, T_{1}\right],\left[T_{1}, T_{2}\right], \ldots,\left[T_{N-1}, T_{N}\right]
$$

respectively, then the lifetime of the corresponding particle in $\tilde{\eta}$ is

$$
\left[\sum_{i=0}^{N-1} \int_{T_{i}}^{T_{i}+1} \frac{\kappa\left(i, \xi_{t}^{i}, \xi_{t}\right)}{a} d t, \sum_{i=0}^{N} \int_{T_{i}}^{T_{i}+1} \frac{\kappa\left(\xi_{t}^{i}, \xi_{t}\right)}{a} d t\right]
$$

This new coupled process $\bar{\eta}$ satisfies the following properties:

- The respective numbers of generations $\tilde{N}$ (for $\tilde{\eta}$ ) and $\bar{N}$ (for $\bar{\eta}$ ) before return to the zero configuration $\Delta$ satisfy $\tilde{N} \leq \bar{N}$, leading to $\mathbb{P}(N \geq k) \leq \mathbb{P}(\tilde{N} \geq k)$.
- The configurations of $\tilde{\eta}$ at successive jump times are a subcritical discrete time Markov chain on a finite state-space. (Indeed, for large enough $l$, $\frac{a l \bar{p}_{2}+c}{a l+c}-\frac{a l \bar{p}_{0}}{a l+c}<0$ ). Furthermore, the upper bound $K$ on the number of offspring ensures the exponential decay of the return probabilities to the zero configuration.
The result then follows from classical discrete-time Markov chain theory.
REMARK 12.3.2. The argument above and the assumptions on the branching rate also show that $\mathbb{E}(R)<\sum c e^{-c k}(1 / a)<\infty$.


## CHAPTER 13

## Polynomial upper bounds for a class of systems

This chapter contains the main technical step required to prove an extension of the Löcherbach to an NDI situation with weak Hörmander assuming a strongly polynomial version of Theorem 4.4.1.

Warning: The results in this chapter assume a strongly polynomial version of Theorem 4.4.1.

The notation used in this chapter is separate from the notation used in the rest of this part of the thesis. The notion of 'proper constant' is also less strict, as d (but not D) is considered 'small' in this context.

We consider the following class of systems:
DEFINITION 13.0.1. A $K_{\lambda}$-composite system is a system of the following form

$$
\begin{aligned}
& (X, Y) \in \mathbb{R}^{n} \otimes \mathbb{R}^{m} \\
& \left(X_{0}, Y_{0}\right)=(x, y) \\
& d Y_{t}=\sum_{i=0}^{D} \Sigma\left(X_{t}, Y_{t}\right)^{i} \circ d W_{t}^{i} \\
& d X_{t}=\sum_{j=1}^{d} \sum_{i=1}^{d} \sigma\left(X_{t}\right)^{j} \lambda\left(X_{t}, Y_{t}\right)_{j}^{i} \circ d W_{t}^{i}+b\left(X_{t}, Y_{t}\right) d t
\end{aligned}
$$

where $\sigma^{i} \in \mathbb{R}^{n}, \Sigma^{i} \in \mathbb{R}^{m}, b \in \mathbb{R}, \lambda \in \mathbb{R}^{d \times d}$ satisfy the following condition uniformly:

$$
\begin{aligned}
K_{\lambda}^{-1} & \leq \lambda_{*}(\lambda) \leq \lambda^{*}(\lambda) \leq K_{\lambda} \\
K_{\lambda}^{-1} \sigma\left(X_{t}, Y_{t}\right)^{0} & \leq b\left(X_{t}, Y_{t}\right) \leq K_{\lambda} \sigma\left(X_{t}, Y_{t}\right)^{0}
\end{aligned}
$$

DEFINITION 13.0.2. We call constants relative to a $K_{\lambda}$-composite, $\left(L, H_{L}\right)$-weak Hörmander, $(L, g, G)$-tense system proper if they depend only on $d, n, G, g, L, H_{L}, K_{\lambda}, D$ (but not $m$ ) and are polynomial in $H_{L}, G, K_{\lambda}, D$.

We note the following result:
Proposition 13.0.3. Let $\mathcal{A}=\left((x, y),(\sigma, \Sigma)\right.$, Pr) be a $K_{\lambda}$-composite, $(L, g, G)$-tense system such that $\sigma$ satisfies the weak Hörmander condition of order $L$ with constant $H_{L}$ at $x$. There is a constant $H_{L}^{\prime}$, depending only on $K_{\lambda}, d, G, H_{L}$, such that $\mathcal{A}$ is $\left(L, H_{L}^{\prime}\right)$-weak Hörmander at $(x, y)$.

Proof. In light of Lemma 3.5.1, it is enough to show that for any $\alpha$ with $|\alpha|=k \leq L$, there exist some $\mu_{\beta, \alpha}$ such that $\sigma^{[\alpha]}=\sum_{|\beta| \leq|\alpha|}(\sigma \lambda)^{[\beta]} \mu_{\beta, \alpha}$ and $\sum_{\beta}\left|\mu_{\beta, \alpha}\right|^{2} \leq\left(H_{L}^{\prime}\right)^{-1}$. For simplicity, we assume zero drift. The general case is similar.

We can prove the result by induction over $k$. For $k=1$, simply pick $\mu_{i, j}=\left(\lambda^{-1}\right)_{i}^{j}$. Now, assuming the result holds for a given $k$, any multi-index of order $k+1$ can now be written in the form $(i, \alpha)$ for some $\alpha$ of order $k$, and some $1 \leq i \leq d$. Then we have

$$
\sigma^{[i, \alpha]}=\left[\sum_{j}\left(\lambda^{-1}\right)_{j}^{i} \sigma^{j}, \sum_{\beta} \mu_{\beta, \alpha}(\sigma \lambda)^{[\beta]}\right]=\sum_{\beta, j} \mu_{\beta, \alpha}\left(\lambda^{-1}\right)_{j}^{i} \sigma^{[i, \beta]} .
$$

Next, we have clearly:

$$
\sum_{\beta, j}\left|\mu_{\beta}\left(\lambda^{-1}\right)_{j}^{i}\right|^{2} \leq d K_{\lambda} \sum_{\beta}\left|\mu_{\beta, \alpha}\right|^{2}
$$

The result follows.
As a result of the above proposition, there is no problem, when discussing whether constants are proper, interchanging the weak Hörmander constant relative to the $\sigma$ and the weak Hörmander constant relative to the whole system $\mathcal{A}$.

We note the following preliminary results on an Taylor approximation that takes interactions into account:

### 13.1. Taylor approximation for composite systems

We have the following stronger version of Theorem 2.1.1:
Lemma 13.1.1. Suppose we are given a multi-index $\alpha$, a real number $a$, and stochastic processes $\left(A_{t}^{i}\right)_{0 \leq t \leq T}$ for $i=0,1,2, \ldots, d$ such that $\forall j \in\{1,2, . ., d\}$,

$$
\sup _{t \in[0, T]}\left|A_{t}^{j}\right| \leq a
$$

and

$$
\sup _{t \in[0, T]}\left|A_{t}^{0}\right| \leq a^{2}
$$

Define the iterated integrals $J^{\alpha}(A, T)$ by (here $\left.\alpha=\left(\bar{\alpha}, \alpha_{k}\right)\right)$

$$
\begin{aligned}
J^{(0)}(A, T) & =\int_{0}^{T} A_{t}^{0} d t \\
J^{(k)}(A, T) & =\int_{0}^{T} A_{t}^{k} d W_{t}^{k} \\
J^{\alpha}(A, T) & =\int_{0}^{T} J^{\bar{\alpha}}(A, t) A^{\alpha_{k}} d W_{t}^{\alpha_{k}}
\end{aligned}
$$

For $C_{|\alpha|}$ as in Theorem 2.1.1, we have

$$
\mathbb{P}\left(\sup _{0 \leq t \leq T}\left|J^{\alpha}\right|>R\right) \leq 2 C_{|\alpha|} \exp \left(-\frac{\left(\frac{R}{a}\right)^{\frac{2}{|\alpha|}}}{2 T}\right)
$$

Proof. The proof is the same as that of Theorem 2.1.1 except that $B=a^{\frac{-\overline{\bar{\alpha}} \mid}{\mid \bar{\alpha}+1}} R^{\frac{|\bar{\alpha}|}{\bar{\alpha} \bar{\alpha}+1}}$.
Of course, a composite system is a system, and we can consider the standard KST approximation on it. This, however, does not allow us to obtain polynomial dependence of the constants. Therefore, we will also consider the Taylor expansion obtained by treating $\lambda W$ as a driving path and $\sigma$ as the driving vector field, rather than treating $\sigma \lambda$ as the driving vector field and $W$ as the driving path.

Let $\mathcal{A}$ be a composite system, the interactive KST approximation of $Y_{t}$ of order $l$ is

$$
T_{t}^{l}=y+\sum_{|\alpha| \leq l}(\sigma)^{\alpha}(\lambda W)^{\alpha}
$$

Proposition 13.1.2. Let $\mathcal{A}$ be a $K_{\lambda}$-composite, uniformly $(L, g, G)$-tense system. For $R \geq$ 1 and for any $l \leq g-1$, there exist constants $C_{1}, C_{2}$, depending only on $K_{\lambda}, G, d, g, l, D$, and depending polynomially on $K_{\lambda}, G, d, g, D$, such that

$$
\mathbb{P}\left(\left|Y_{t}-T_{t}^{l}\right| \geq R\right) \leq C_{1} e^{-\frac{R^{2 /(l+1)}}{t C_{2}}}
$$

Proof. The theorem follows upon applying Theorem 13.1.1:

$$
\begin{aligned}
\mathbb{P}\left(\left|Y_{t}-T_{t}^{l}\right| \geq R\right) & \leq \sum_{|\alpha|=l+1} \mathbb{P}\left(\left|\sigma^{\alpha} \int^{\alpha} d(\lambda W)\right| \geq R / d^{l+1}\right) \\
& \leq \sum_{|\alpha|=l+1} 2 C_{l+1} e^{-\frac{R^{2 /(l+1)}}{2 t\left(G K_{\lambda}\right)^{2 /(l+1)}}} \\
& \leq(d+1)^{l+1} 2 C_{l+1} e^{-\frac{R^{2 /(l+1)}}{2 t\left(G K_{\lambda}\right)^{2 /(l+1)}}} \\
& \leq C_{1} e^{-\frac{R^{2 /(l+1)}}{t C_{2}}}
\end{aligned}
$$

where $C_{l+1}$ denotes the constant from Lemma 13.1.1 for order $l+1$.

### 13.2. Proof of upper bounds

The main theorem of this chapter is the following:
THEOREM 13.2.1. Let $\mathcal{A}=\left((x, y),(\sigma, \Sigma)\right.$, Pr) be a uniformly $(L, g, G)$-tense $K_{\lambda}$-composite system such that $\sigma$ satisfies the weak Hörmander condition with constants $\left(L, H_{L}\right)$ uniformly in the compact $B(x, R)$ for some $R>0$. Suppose $g \geq(2 n+2)^{2} 2^{4 L}+n+3$. There exist proper constants $C_{1}, C_{2}, C_{3}$ (depending on $R$ ) such that for any $t \leq C_{1}$ and any $\bar{x} \in \mathbb{R}^{n}, X_{t}$ admits a density $p_{t}(x, \bar{x})$ such that

$$
p_{t}(x, \bar{x}) \leq C_{2} \frac{e^{-\frac{d_{t}(x, \bar{x})^{2}}{C_{3} t}}}{\left|B_{d_{t}}(x, \sqrt{t})\right|}
$$

where $d_{t}$ is the usual time-dependent distance defined for the system ( $x, \sigma, \mathrm{Id}$ ).
Proof. By a standard localising argument as in 8.3.1, we can suppose that the $\sigma$ 's are uniformly $\left(L, H_{L}\right)$ weak Hörmander over the whole of $\mathbb{R}^{n}$.

Since the system $\mathcal{A}$ is uniformly $(L, g, G)$-tense and uniformly $\left(L, H_{L}\right)$-weak Hörmander, Theorems 8.1.2 and 4.5.2 apply. Since the 'distance' $d_{t}$ is trivially properly locally equivalent (with equivalence constant $K_{\lambda}$ ) to the 'distance' $\bar{d}_{t}$ defined for the whole system $\mathcal{A}$, we already can deduce that, for some proper constants $C_{1}, C_{2}, C_{3}, \nu, \forall t \leq C_{1}, d_{t}(x, \bar{x}) \leq C_{1}$,

$$
p_{t}(x, \bar{x}) \leq C_{2} \frac{e^{-\frac{d_{t}(x, \bar{x})^{2}}{C_{3} t}}}{t^{\nu}}
$$

and also that for any $\bar{x} \in \mathbb{R}^{n}$ and any $t \leq C_{1}$,

$$
p_{t}(x, \bar{x}) \leq C_{2} \frac{e^{\frac{-|x-\bar{x}|^{2}}{C_{3} t}}}{t^{\nu}}
$$

As in the proofs of Theorems 8.2.1, 8.3.1 etc., it then follows we only have to show the most local part of the estimate, i.e. that $p_{t}(x, \bar{x}) \leq C_{2} \frac{e^{-\frac{d_{t}(x, \bar{x})^{2}}{C_{3} t}}}{\left|B_{d_{t}}(x, \sqrt{t})\right|}$ for $t \leq e^{-\frac{d_{t}(x, \bar{x})^{2}}{2 \nu C_{3} t}}$.

Fix $l=(2 n+2)^{2} 2^{4 L}$ Now, by Theorems 13.1.2 and 6.4.1, it is enough to show the estimate for the stochastic Taylor approximation $x+\sum_{|\alpha| \leq l} \sigma^{\alpha}(\lambda W)^{\alpha}$.

We write $F^{S T}$ for the $\operatorname{map} T^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right) \rightarrow R^{n}, s \mapsto \sum_{|\alpha| \leq l} s^{\alpha} \sigma^{\alpha}$ (i.e. the $F^{S T}$ map relative to the system $(x, \sigma, \mathrm{Id})$.). We also have the map $F^{\log (S) T}=F^{S T} \circ \exp$. Writing $S^{\alpha}=(\lambda W)^{\alpha}$, we take $\operatorname{Pr}_{\mathcal{S}}(\log (S)) \in \mathcal{S}$ as our auxiliary random variable. $S$ is the solution to the following system:

$$
\begin{aligned}
& S_{0}=0 \\
& \log (S)=\left(t, \operatorname{Pr}_{\mathcal{S}}(S)\right) \\
& S \in T^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right)
\end{aligned}
$$

$$
\begin{aligned}
& d S^{(i, \alpha)}=S_{t}^{\alpha} \lambda\left(X_{t}, Y_{t}\right) \circ d W_{t}^{i} \\
& (X, Y) \in \mathbb{R}^{n} \otimes \mathbb{R}^{m} \\
& \left(X_{0}, Y_{0}\right)=(x, y) \\
& d Y_{t}=\sum_{i=0}^{D} \Sigma\left(X_{t}, Y_{t}\right)^{i} \circ d W_{t}^{i} \\
& d X_{t}=\sum_{j=1}^{d} \sum_{i=1}^{d} \sigma\left(X_{t}\right)^{j} \lambda\left(X_{t}, Y_{t}\right)_{j}^{i} \circ d W_{t}^{i}+b\left(X_{t}, Y_{t}\right) d t
\end{aligned}
$$

As usual, $\mathcal{S}$ is endowed with a family of dilations $\delta_{s}$. We can now write for any $s, t \leq \rho$ for some fixed constant $\rho, \log \left(\tilde{S}_{s}\right)=\delta \sqrt{t / s}\left(\log (S)_{s}\right)$ as the solution at time $t$ to the following de-scaled system, where $\tilde{W}$ is a de-scaled Brownian motion $\tilde{W}_{t}=\sqrt{t / s} W_{t / s}$, with target random variable $\operatorname{Pr}_{\mathcal{S}}(\tilde{S})$. Then

$$
\begin{aligned}
S_{0} & =0 \\
\log \left(\tilde{S}^{S}\right) & =\left(u, \operatorname{Pr}\left(\tilde{S}_{S}\right)\right) \\
\tilde{S} & \in T^{l}\left(\mathbb{R}^{d}, \mathbb{R}\right) \\
d S_{u}^{(i, \alpha)} & =\tilde{S}_{u}^{\alpha} \lambda\left(X_{u / \sqrt{t / s}}, Y_{u / \sqrt{t / s}}\right) \circ d \tilde{W}_{u} \\
& =\tilde{S}_{u}^{\alpha} \lambda\left(\tilde{X}_{u}, \tilde{Y}_{u}\right) \circ d \tilde{W}_{u} \\
(\tilde{X}, \tilde{Y}) & \in \mathbb{R}^{n} \otimes \mathbb{R}^{m} \\
\left(\tilde{X}_{0}, \tilde{Y}_{0}\right) & =(x, y) \\
d \tilde{Y}_{u} & =\sum_{i=0}^{D} \frac{1}{\sqrt{t / s}} \Sigma\left(\tilde{X}_{u}, \tilde{Y}_{u}\right)^{i} \circ d \tilde{W}_{u}^{i} \\
d \tilde{X}_{t} & =\sum_{j=1}^{d} \sum_{i=1}^{d} \sigma\left(\tilde{X}_{u}\right)^{j} \lambda\left(\tilde{X}_{u}, \tilde{Y}_{u}\right)_{j}^{i} \circ d \frac{1}{\sqrt{t / s}} \tilde{W}_{u}^{i}+b\left(\tilde{X}_{u}, \tilde{Y}_{u}\right) \frac{1}{\sqrt{t / s}} d u
\end{aligned}
$$

By our assumptions and Lemma 8.1.1, this system is $(L, g, \tilde{G})$-tense for a proper constant $\tilde{G}$. By Proposition 8.1.2, inside a ball of proper radius $\rho$, the system is also uniformly $\left(L, H_{L}^{\prime}\right)$ weak Hörmander for some proper constant $H_{L}^{\prime}$. It follows that we are in a position to apply Theorem 8.1.1 to conclude that there exist proper constants $C_{1}, C_{2}, C_{3}$ such that for any $z \in \mathcal{S}$ and $t \in \mathbb{R}+$ such that $t,|z|_{\mathcal{S}}^{2} \leq C_{1}$,

$$
\mathbb{E}\left(\phi\left(\sup _{s \leq t}|S| \mathcal{S}\right) \delta\left(\operatorname{Pr}_{\mathcal{S}}(S)=z\right)\right) \leq \frac{C_{2} e^{-\frac{|S|_{s}^{2}}{C_{3} t^{t}}}}{t^{\nu / 2}}
$$

where $\nu$ is the homogeneous dimension of $\mathcal{S}$ and $\phi(\cdot)$ is a localising function such that $\phi(z)=0$ for $|z|_{\mathcal{S}} \geq \rho$ and $\phi(z)=1$ for $|z|_{\mathcal{S}} \leq \rho / 2$.

Just as in the proof of Theorem 8.2.1, this now allows us to use Theorem 5.1.1 to deduce the following bound on $X_{t}$ : for all $t, \bar{x}$ with $t, d_{t}(x, \bar{x})^{2} \leq C_{1}$,

$$
\mathbb{E}\left(\phi\left(\sup _{s \leq t}|S|_{\mathcal{S}}\right) \delta\left(\bar{X}_{t}=z\right)\right) \leq C_{2} \frac{e^{-\frac{d_{t}(x, \bar{x})}{C_{3} t}}}{\left|B_{d_{t}}(x, \sqrt{t})\right|}+C_{4} t
$$

where $\bar{X}_{t}$ is the stochastic Taylor approximation described above, and $C_{1}, C_{2}, C_{3}, C_{4}$ are proper constants. As mentioned in the beginning of the proof, the result now follows using same arguments as in the proof of Theorem 8.2.1.

We now have the immediate consequence of the above together with Theorem 7.3.1, which is the result we will use for the proof of the Löcherbach theorem under NDI:

THEOREM 13.2.2. Let $\mathcal{A}=((x, y),(\sigma, \Sigma), \operatorname{Pr})$ be a $K_{\lambda}$-composite system and $\mathcal{G}$ be a localising random variable such that $\sigma$ satisfies the weak Hörmander condition with constants $\left(L, H_{L}\right)$ uniformly in the compact $B(x, R)$ for some $R>0$, and such that there exists a constant $C$ such that for all $0 \leq k \leq d, 0 \leq \bar{k} \leq D N \leq(2 n+2)^{2} 2^{4 L}+n+3, \alpha \in \operatorname{Multi}(\{1,2, \ldots, n\})$, $\#(\alpha)=N, \beta \in \operatorname{Multi}(\{1,2, \ldots, m\}), \#(\beta)=N$, and for any $x \in \mathbb{R}^{n}, y \in \mathbb{R}^{m}$,

$$
\begin{aligned}
& \left|\frac{\partial^{N} \sigma^{k}}{\partial x^{\alpha_{1}} \partial x^{\alpha_{2}} \ldots \partial x^{\alpha_{N}}}(x)\right| \leq C \\
& \left|\frac{\partial^{N} \Sigma^{k}}{\partial y^{\alpha_{1}} \partial y^{\alpha_{2}} \ldots \partial y^{\alpha_{N}}}(y)\right| \leq C, \quad \text { and } \\
& \left|D^{N}(\mathcal{G})\right| \leq C
\end{aligned}
$$

Then there exit constants $C_{1}, C_{2}, C_{3}$, polynomial in $K_{\lambda}, m, D, C$, such that for any $t \leq C_{1}$,

$$
p_{t}(x, \bar{x}) \leq C_{2} \frac{e^{-\frac{d_{t}(x, \bar{x})^{2}}{C_{3} t}}}{\left|\overleftarrow{B}_{d_{t}}(\bar{x}, \sqrt{t})\right|}
$$

Proof. This result follows immediately from the previous theorem, and Theorem 7.3.1, as the assumptions imply that the tension of order $(2 n+2)^{2} 2^{4 L}+n+3$ is polynomial.

## CHAPTER 14

## On the absolute continuity of $\bar{m}$

Here, we use the results from the previous chapter to prove that the measure

$$
\bar{m}(A)=\frac{\mathbb{E}\left(\int_{0}^{R} \eta_{t}(A) d t\right)}{\mathbb{E}(R)}
$$

admits a continuous density. The method is similar to the proof in [42], with just the density estimate being different.

Let $T_{1}, T_{2}, \ldots$ be the jump times of the whole configuration. We write $\mathcal{L}_{t}^{i}$ for the probability distribution at time $t$ of the $i^{t h}$ particle and $\mathcal{L}_{t,-}^{i}$ for the probability distribution of the $i^{t h}$ particle immediately before $t$. We also write $\alpha(x, y)=c+\sum_{i} \kappa(i, x, y)$. As in [42], there are two steps in the proof: First, we show that $\mathcal{L}_{T_{N}}^{i}$ admits a continuous and bounded density $g_{T_{N}}^{i}(\cdot)$ for all $N$ (and $i$ ), with an upper bound that is polynomial in $N$. Then, we use this to show that $\bar{m}$ admits a continuous and bounded density.

Proposition 14.0.1. Assuming either

- the elliptic (E) version of our assumptions, or,
- the weak Hörmander version, the NDI condition, and a strongly polynomial version of Theorem 4.4.1,
$\mathcal{L}_{T_{N}}^{i}$ admits a continuous and bounded density $g_{T_{N}}^{i}(\cdot)$ for all $N$ (and $i$ ). Further more, there exists a function $\mathcal{G}: \mathbb{N} \rightarrow \mathbb{R}$, of polynomial growth, such that for any $u \in \mathbb{R}^{n}$,

$$
g_{T_{N}}^{i}(u) \leq \mathcal{G}(N)
$$

Proof. We prove the result by induction. The cases $N=0$ and $N=1$ are trivial. Indeed, $\mathcal{L}_{T_{1}}^{1}=\pi$, and in particular, $\mathcal{L}_{T_{1}}^{1}$ admits a density $g_{T_{1}}^{1}(\cdot)=\pi(\cdot)$, which is bounded by assumption.

Now, suppose that the result is established for some value of $N$, and we have $g_{T_{N}}^{i} \leq D$ for some $D$ polynomial in $N$. We have, for any $u \in \mathbb{R}^{n}$, any approximation $r_{u}$ of the delta function $\delta_{u}$, and any $\epsilon>0$,

$$
\begin{align*}
\mathbb{E}\left(r_{u}\left(\xi_{T_{N+1},-}^{i}\right)\right) & =\mathbb{E}\left(\int_{0}^{\infty} r_{u}\left(\xi_{T_{N}+t}^{i}\right) e^{-\int_{0}^{t} \alpha\left(\xi_{T_{N}+s}, \zeta_{T_{N}+s}\right) d s} \alpha\left(\xi_{T_{N}+t}, \zeta_{T_{N}+t}\right) d t\right)  \tag{14.0.1}\\
& =\mathbb{E}\left(\int_{0}^{\epsilon} r_{u}\left(\xi_{T_{N}+t}^{i}\right) e^{-\int_{0}^{t} \alpha\left(\xi_{T_{N}+s}, \zeta_{T_{N}+s}\right) d s} \alpha\left(\xi_{T_{N}+t}, \zeta_{T_{N}+t}\right) d t\right) \\
& +\mathbb{E}\left(\int_{\epsilon}^{\infty} r_{u}\left(\xi_{T_{N}+t}^{i}\right) e^{-\int_{0}^{t} \alpha\left(\xi_{T_{N}+s}, \zeta_{T_{N}+s}\right) d s} \alpha\left(\xi_{T_{N}+t}, \zeta_{T_{N}+t}\right) d t\right) .
\end{align*}
$$

We use the following shortcuts:

$$
\begin{gathered}
\mathcal{G}=e^{-\int_{0}^{t} \alpha\left(\xi_{T_{N}+s}, \zeta_{T_{N}+s}\right) d s} \alpha\left(\xi_{T_{N}+t}, \zeta_{T_{N}+t}\right) \\
\overline{\mathcal{G}}=\alpha\left(\xi_{T_{N}+t}, \zeta_{T_{N}+t}\right)
\end{gathered}
$$

Now, by Theorem 13.2.2, there exist constants $C_{1}, C_{2}, C_{3}$, polynomial in $N$ indeed, note that $l+\mathcal{F}(l)$ is a polynomial constant in $N$ by the assumptions on $\mathcal{F}$ and the reproduction law $p$ ) such that for any $t \leq C_{1}$, any $u \in \mathbb{R}^{n}$ and any $x, y \in \mathbb{R}^{n \times l\left(\eta_{T_{N}}\right)} \otimes \mathbb{R}^{n \times \mathcal{F}\left(l\left(\eta_{T_{N}}\right)\right)}$ the perturbed density

$$
p_{t}^{\mathcal{G}}(x, y, u)=\mathbb{E}_{(x, y)}\left(\delta_{u}\left(\xi_{t}^{i}\right) e^{-\int_{0}^{t} \alpha\left(\xi_{T_{N}+s}, \zeta_{T_{N}+s}\right) d s} \alpha\left(\xi_{T_{N}+t}, \zeta_{T_{N}+t}\right) d t\right)
$$

satisfies both

$$
p_{t}^{\overline{\mathcal{G}}}(x, y, u) \leq C_{2} \frac{e^{-\frac{\left|x^{i}-u\right|^{2}}{C_{3} t}}}{t^{\nu / 2}}
$$

(for some constant $\nu$ independent of $N, l$, etc), and either:

$$
\begin{equation*}
p_{t}^{\mathcal{G}}(x, y, u) \leq C_{2} \frac{e^{-\frac{\left|x^{i}-u\right|^{2}}{C_{3} t}}}{t^{n / 2}} \tag{14.0.2}
\end{equation*}
$$

(under the ellipticity assumption E),
or:

$$
\begin{equation*}
p_{t}^{\mathcal{G}}(x, y, u) \leq C_{2} \frac{e^{-\frac{d_{t}\left(x^{i}, u\right)^{2}}{C_{3} t}}}{B_{d_{t}}\left(x^{i}, \sqrt{t}\right)} \tag{14.0.3}
\end{equation*}
$$

(under the assumptions NDI and H ). Here $d_{t}$ is the time-dependent 'distance' associated with the vector fields $\underline{\sigma}$. In particular, $d_{t}$ doesn't depend on $N, i, x, y, l$, etc.

That means we can use Theorem 7.3.1 to turn Eq. (14.0.3) into :

$$
\begin{equation*}
p_{t}^{\mathcal{G}}(x, y, u) \leq C_{2} \frac{e^{-\frac{d_{t}\left(x^{i}, u\right)^{2}}{C_{3} t}}}{\overleftarrow{B}_{d_{t}}(u, \sqrt{t})} \tag{14.0.4}
\end{equation*}
$$

whilst keeping the constants $C_{1}, C_{2}, C_{3}$ polynomial in $N$.
Next, fix $\Xi<1$ and then pick $\epsilon_{N}>0$ such that $\epsilon_{N} \leq C_{1}$ and

$$
\begin{gather*}
\int_{0}^{\epsilon_{N}} \int_{v \in \mathbb{R}^{n}} C_{2} \frac{e^{-\frac{|v-u|^{2}}{C_{3} t}}}{t^{n / 2}} d v d t \leq \Xi / \sup _{h=0,1, \ldots, N}(h+\mathcal{F}(h)), \quad \text { and }  \tag{14.0.5}\\
\int_{0}^{\epsilon_{N}} \int_{v \in \mathbb{R}^{n}} C_{2} \frac{e^{-\frac{d_{t}(v, u)^{2}}{C_{3} t}}}{\overleftarrow{B}_{d_{t}}(u, \sqrt{t})} d v d t \leq \Xi / \sup _{h=0,1, \ldots, N}(h+\mathcal{F}(h)) .
\end{gather*}
$$

Note that $\epsilon_{N}$ is still a polynomial quantity in $N$.
Going back to Eq. (14.0.1), we obtain:

$$
\begin{aligned}
& \mathbb{E}\left(r_{u}\left(\xi_{T_{N+1},-}^{i}\right)\right)= \mathbb{E}\left(\int_{0}^{\epsilon_{N}} r_{u}\left(\xi_{T_{N}+t}^{i}\right) e^{-\int_{0}^{t} \alpha\left(\xi_{T_{N}+s}, \zeta_{T_{N}+s}\right) d s} \alpha\left(\xi_{T_{N}+t}, \zeta_{T_{N}+t}\right) d t\right) \\
&+\mathbb{E}\left(\int_{\epsilon_{N}}^{\infty} r_{u}\left(\xi_{T_{N}+t}^{i}\right) e^{-\int_{0}^{t} \alpha\left(\xi_{T_{N}+s}, \zeta_{T_{N}+s}\right) d s} \alpha\left(\xi_{T_{N}+t}, \zeta_{T_{N}+t}\right) d t\right) \\
& \leq D \Xi / \sup _{h=0,1, \ldots, N}(h+\mathcal{F}(h)) \\
&+\mathbb{E}\left(\int_{\epsilon_{N}}^{\infty} r_{u}\left(\xi_{T_{N}+t}^{i}\right) e^{-\int_{0}^{t} \alpha\left(\xi_{T_{N}+s}, \zeta_{T_{N}+s}\right) d s} \alpha\left(\xi_{T_{N}+t}, \zeta_{T_{N}+t}\right) d t\right) \\
& \quad \quad \text { by either }(14.0 .2) \text { or }(14.0 .4), \text { and by }(14.0 .5) \\
& \leq D(N) \Xi+C_{2} \frac{1}{\epsilon_{N}^{\nu / 2}} \int_{\epsilon_{N}}^{\infty} e^{-c t} d t \\
& \leq D(N)+\mathcal{R}(N) .
\end{aligned}
$$

Letting $r$ tend to the delta function, we obtain that $\mathcal{L}_{T_{N+1,-}}^{i}$ has density $g_{T_{N},-}^{i}$ such that

$$
g_{T_{N+1},-}^{i} \leq D(N+1)=D(N) \Xi+\mathcal{R}(N)
$$

Because the density of a particle $\eta^{i}$ at time $T_{N+1,+}$ is either taken from the density of $\eta^{i}$ at time $T_{N+1,-}$ (if $T_{N+1}$ is a branching event), or taken from $\pi$ (if $T_{N+1}$ is an immigration event), we can
conclude

$$
\begin{equation*}
g_{T_{N+1},+}^{i} \leq D(N+1)=D(N) \Xi+\mathcal{R}(N) \tag{14.0.6}
\end{equation*}
$$

where $\mathcal{R}$ is a polynomial function. Iterating (14.0.6), we get, writing $\mathcal{R}(1)$ for $D(1)$,

$$
g_{T_{N+1},+}^{i}=\sum_{k=1}^{N} \Xi^{N-k} \mathcal{R}(k) \leq \frac{\sup _{k=1,2, \ldots, N} \mathcal{R}(k)}{1-\Xi},
$$

which is indeed polynomial in $N$.
Using the above result, we can prove the main result of this part of the thesis:
Proposition 14.0.2. Assuming either

- the elliptic ( $E$ ) version of our assumptions, or,
- the weak Hörmander version, the NDI condition, and a strongly polynomial version of Theorem 4.4.1,
the measure $\bar{m}$ admits a continuous and bounded Lebesgue density $g$.
Proof. Write

$$
\bar{g}_{N}^{i}=\mathbb{E}\left(\delta_{u}\left(\xi_{T_{N+1},-}^{i}\right)\right)=\mathbb{E}\left(\int_{0}^{\infty} \delta_{u}\left(\xi_{T_{N}+t}^{i}\right) e^{-\int_{0}^{t} \alpha\left(\xi_{T_{N}+s}, \zeta_{T_{N}+s}\right) d s}\right),
$$

and picking the same $\epsilon_{N}$ as in the proof of 14.0.1, we have, similarly to 14.0.1,

$$
\bar{g}_{N}^{i} \leq D \Xi / \sup _{h=0,1, \ldots, N}(h+\mathcal{F}(h))+\mathcal{R}(N) .
$$

Next, we have

$$
\begin{aligned}
\sum_{i} \bar{g}_{N}^{i} & \leq \frac{D \Xi}{\sup _{h=0,1, \ldots, N}(h+\mathcal{F}(h))} \sup _{h=0,1, \ldots, N}(h+\mathcal{F}(h))+\mathcal{R}(N) \sup _{h=0,1, \ldots, N}(h+\mathcal{F}(h)) \\
& \leq \Xi D(N)+\mathcal{R}(N) \sup _{h=0,1, \ldots, N}(h+\mathcal{F}(h)) \\
& \leq \sum_{k=1}^{N} \Xi^{N-k} \mathcal{R}(k) \leq \frac{\sup _{k=1,2, \ldots, N} \mathcal{R}(k)}{1-\Xi} \quad \text { (by iterating). }
\end{aligned}
$$

Now note that, writing $\bar{m}_{N}$ for the measure with density $\bar{g}_{N}^{i}$, we have

$$
\begin{aligned}
\bar{m} & =\frac{1}{\mathbb{E}(R)} \sum_{N=0}^{\infty} \mathbb{P}\left(T_{N}<R\right) \bar{m}_{N} \\
& <\frac{1}{\mathbb{E}(R)} \sum_{N=0}^{\infty} C_{\text {subcriticality }} e^{-c_{\text {subcriticality }} N} \bar{m}_{N} \\
& <b \sum_{N=0}^{\infty} C_{\text {subcriticality }} e^{-c_{\text {subcriticality }} N} \bar{m}_{N},
\end{aligned}
$$

where $C_{\text {subcriticality }}, c_{\text {subcriticality }}$ are the constants from Lemma 12.3.1.
Writing $\bar{m}_{N \uparrow}=\sum_{h=0}^{N} \mathbb{P}\left(T_{N}<R\right) \bar{m}_{h}$, we have that $\bar{m}_{N \uparrow}$ has density

$$
g_{N \uparrow} \leq \sum_{h=0}^{N} b C_{\text {subcriticality }} e^{-c_{\text {subcriticality }}} \frac{\sup _{k=1,2, \ldots, N} \mathcal{R}(k)}{1-\Xi} .
$$

Because $\sup _{k=1,2, \ldots, N} \mathcal{R}(k)$ is polynomial in $N$, the above series converges as $N \rightarrow \infty$, and the theorem follows by dominated convergence.
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[^0]:    ${ }^{1}$ Ignoring the deterministic time component (of the log-signature).

[^1]:    ${ }^{3}$ For a single SDE, the problem was proved globally for trivial drifts in [37] and locally for the weak Hörmander case in [39]. The local part of our estimate coincides with the estimate in [39] for SDE, and although our metric is not the 'optimal' metric from a theoretical point of view, our estimate is globally space-time integrable.

[^2]:    ${ }^{4}$ The 'detailed-Progressive Hörmander condition' is a slightly stricter version, the difference is mostly technical.

[^3]:    ${ }^{5}$ In fact, the constants can also be shown to be (weakly) polynomial
    ${ }^{6}$ Note the distance used in [39] is not the same as the one we use, though this does not affect the most local part of the estimate. As explained in the thesis, the distance used in [39], which we write $\tilde{d}_{t}$ really is the optimal one from a theoretical point of view, but (even in the SDE case) it is difficult to get a completely global estimate using this distance. Our global estimate is still space-time integrable. Even in the weak separated progressive Hörmander case, it is difficult to globalise the estimate, even though we have a lower bound.

[^4]:    ${ }^{7}$ In general, and similarly to [50, 20], 'local' means local around (the image of) the solution to the deterministic system driven by the constant driving path 0 , rather than local around the image of the initial point $F(x)$.
    ${ }^{8}$ This auxiliary SDE is associated to the original problem only through how many Brownian motions are present: dependence on the initial point only appears later, in the finite dimensional analogue of the solution map.

[^5]:    ${ }^{9}$ The association to the original problem takes more of the structure of the original problem into account. The auxiliary SDE system depends on the initial point, but the final estimate does not.

[^6]:    ${ }^{1}$ Note that this 'distance' is a peculiar object: if $F_{t}(0) \neq 0$ (which is the case when the original problem to model has non-trivial drift), it is possible to have $0 \notin B_{\|_{t}}(0, \sqrt{t})$ (the 'centre' of $B_{\|_{t}}(0, \sqrt{t})$ is $F_{t}(0)$ which varies with $t$.)

[^7]:    ${ }^{2}$ If taking the alternative definition of $R_{1}, \gamma$ is a constant depending on the $\nu_{i}$ 's.

[^8]:    $3_{\text {it }}$ it perhaps slightly unnatural to fix the Jacobian at zero but we do it this way to simplify the calculations and to stay in line with the analogous theorems below

[^9]:    ${ }^{1}$ For instance, a deterministic path of bounded variation, or an Itô process.

[^10]:    ${ }^{2}$ The constant is proper but we shall not use that fact
    ${ }^{3}$ We need $g \geq l$ for the KSTA to be even well defined. We need $g \geq l+2$ to be able to control the remainder. In fact as long as $g \geq l+3$, the system $\left(0, w, F^{S T}\right)$ is $\left(L g, G_{g}\right)$-tense for any $g$, with the precise value of $G_{g}$ coming from the exponential map.

[^11]:    ${ }^{1}$ Note that for some choices of $J$, the space is $\{0\}$, and the basis is empty. For instance $J(), J(j)$ and $J(0, i)$ (for any $i, 2 j \leq l)$ each satisfy $\operatorname{span}_{\alpha \in P_{J}} e^{\alpha}=\{0\}$

[^12]:    ${ }^{2}$ For an excellent explanation of the relevance of this concept to log-signatures, see [51]

[^13]:    ${ }^{3}$ The definition depends on which vector field is called ' $v^{0}$,
    ${ }^{4}$ The non progressive equivalent of this condition, namely the "Uniformly Finitely Generated" (UFG) condition is the standard condition to use when proving gradient bounds. See [35]

[^14]:    ${ }^{5}$ The same observation is related to the following similar result from [39]: up to a constant $C$ uniform in $x$, balls of radius $\sqrt{t}$ around $x$ behave like $\sum_{\substack{A_{1}, A_{2}, \ldots \in \operatorname{Multi}(\{0,1, \ldots, d\})}}^{|A| \leq 2 L,} \sqrt{t}{ }^{|A|} \operatorname{det}\left(\sigma^{\left[A_{1}\right]} \sigma^{\left[A_{2}\right]} \ldots \sigma^{\left[A_{\#(A)}\right]}\right)$

[^15]:    ${ }^{1}$ For specific cases where it is possible, see the separated weak Hörmander condition defined later

[^16]:    ${ }^{2}$ In particular, $F$ is assumed to be linear

[^17]:    ${ }^{3}$ It is admittedly quite a strict requirement that the boundedness assumptions must hold for any $\bar{x}$ such that $F(\bar{x}) \in$ $B(* x, R)$, but it is satisfied for instance in the case of a composite system with core SDE satisfying conditions locally but with the conditions on $\lambda$ being uniform over the background space.
    ${ }^{4}$ Assuming a larger value of $g$, we could work with the Taylor approximation first, in which case the localising random variable is just a function of the $\log$ signature.

[^18]:    ${ }^{5}$ In particular, $F$ is assumed to be linear
    ${ }^{6}$ Because we don't aim at controlling the constants here, saying that $\sigma$ is $C^{\infty}$ would suffice.

[^19]:    ${ }^{7}$ Clearly $d_{t, \infty}$ and $d_{t}$ are not properly equivalent, except under much stricter assumptions For instance, proper sparsity of the projection of the $\sigma$ tensor on $\operatorname{span}_{\#(\alpha)>1} e^{\alpha}$.

[^20]:    ${ }^{1}$ This includes any $\left(L, H_{L}\right)$-weak Hörmander time-dependent SDE.

[^21]:    ${ }^{2}$ The initial condition is irrelevant as long as we suppose that the conditions hold uniformly.

[^22]:    ${ }^{1}$ Clearly, for any element $z$ of the Lie algebra, $z \otimes(-z)=0$

[^23]:    ${ }^{2}$ For a short proof of the support theorem, see [46]

[^24]:    ${ }^{3}$ Note expressions such as $s+s^{\prime}$ really mean the sum of $s$ and $s^{\prime}$ as elements of the vector space $\mathcal{S}$, not the group multiplication $\left(e^{0}+s\right) \otimes\left(e^{0}+s^{\prime}\right)$

