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A pair $(X, d)$ is called a metric space, if $X$ is a nonempty set and $d$ is a distance on $X$, that is a function $d: X^{2} \rightarrow \mathbb{R}_{+}$such that:
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(ii) $d\left(x_{1}, x_{2}\right)=d\left(x_{2}, x_{1}\right)$ for all $x_{1}, x_{2} \in X$,
(iii) $d\left(x_{1}, x_{2}\right) \leqslant d\left(x_{1}, z\right)+d\left(z, x_{2}\right)$ for all $x_{1}, x_{2}, z \in X$.
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## Lemma

Let $a, a_{1}, \ldots, a_{n}$ be nonnegative real numbers such that
$\sum_{i=1}^{n} a_{i} \geq a$. Then

$$
\frac{a}{1+a} \leq \frac{a_{1}}{1+a_{1}}+\cdots+\frac{a_{n}}{1+a_{n}}
$$
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5. $\mathcal{P}$ is a class of circles of given size, or the class of spanning trees, etc.
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(2) If $k=2$, then the area of $B\left(x_{1}, \ldots, x_{n}\right)$ is an $n$-distance whose best constant $K^{*}=\frac{1}{n-3 / 2}$.
(3) The $k$-dimensional volume of $B\left(x_{1}, \ldots, x_{n}\right)$ is an $n$-distance and we conjecture that the best constant $K^{*}$ is given by $K^{*}=\frac{1}{n-2+(1 / 2)^{k-1}}$. This is correct for $k=1$ or 2 .
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$$

Since $h(x)=\sum_{i=1}^{n} d\left(x_{i}, x\right)$ is continuous and bounded from below by $0, F_{Y}$ is non-empty but usually not a singleton.
We can define $d_{F}: X^{n} \rightarrow \mathbb{R}_{+}$by

$$
d_{F}\left(x_{1}, \ldots, x_{n}\right)=\min \left\{\sum_{i=1}^{n} d\left(x_{i}, x\right): x \in X\right\}
$$

## Proposition

$d_{F}$ is an $n$-distance and $K^{*} \leq \frac{1}{\left\lceil\frac{n-1}{2}\right\rceil}$.
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We can define $d_{m}: V^{3} \rightarrow \mathbb{R}_{+}$by

$$
d_{m}(u, v, w)=\min _{s \in V}\{d(u, s)+d(v, s)+d(w, s)\}
$$

## Proposition

$d_{m}$ is a 3-distance, $d_{m}(u, v, w)$ is realized by $s=m(u, v, w)$ and $K^{*}=\frac{1}{2}$.
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Let $m=\operatorname{Maj}\left(x_{1}, \ldots, x_{n}\right)$ denote the majority of $x_{1}, \ldots, x_{n}$.
Theorem
$d_{g m}$ is a $n$-distance, $d_{g m}\left(x_{1}, \ldots, x_{n}\right)$ is realized by (any) $m=\operatorname{Maj}\left(x_{1}, \ldots, x_{n}\right)$ and $K^{*}=\frac{1}{n-1}$.
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## Question

Are there any n-distance $d$ such that the $K^{*}=1$ for any $n$ ?
Yes. In $\mathbb{R}$ we can define

$$
A_{n}(\mathbf{x})=\frac{x_{1}+\cdots+x_{n}}{n}, \quad \min _{n}(\mathbf{x})=\min \left\{x_{1}, \ldots, x_{n}\right\}
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and $d_{n}(\mathbf{x})=A_{n}(\mathbf{x})-\min _{n}(\mathbf{x})$, where $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$.
Proposition
$d_{n}$ is an $n$-distance for every $n \geq 2$ and $K^{*}=1$.
But it is not realized. (For every $\varepsilon>0$ it can be shown that $K^{*}>1-\varepsilon$.)

## Summary

## Table: Critical values

| n-distance | space X | $\mathrm{K} *$ | nb . of var. |
| :--- | :--- | :--- | :--- |
| $d_{\text {Gr }}, d_{\text {max }}, d_{\sum}$ | arbitrary metric | $\frac{1}{n-1}$ | $n>1$ |
| $d_{\text {diameter }}$ | $\mathbb{R}^{m}(m \geq 1)$ | $\frac{1}{n-1}$ | $n>1$ |
| $d_{\text {area }}$ | $\mathbb{R}^{m}(m \geq 2)$ | $\frac{1}{n-3 / 2}$ | $n>1$ |
| $d_{\text {volume }(k)}$ | $\mathbb{R}^{m}(m \geq k)$ | $?=\frac{1}{n-1-(1 / 2)^{k-1}}$ | $n>1$ |
| $d_{\text {Fermat }}$ | arbitrary metric | $? \leq \frac{1}{\left\lceil\frac{n-1}{2}\right\rceil}$ | $n>1$ |
| $d_{\text {median }}$ | median graph $G$ | $\frac{1}{2}$ | $n=3$ |
| $d_{\text {hypercube }}$ | $\{0,1\}^{n}$ | $\frac{1}{n-1}$ | $n>1$ |
| $d_{n}$ | $\mathbb{R}$ | 1 | $n>1$ |
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Conjecture

$$
\frac{1}{n-1} \leq K^{*} \leq 1
$$

## Question

1. Are there any $n$-distance such that $K^{*}<\frac{1}{n-1}$ ?
2. Can we characterize the $n$-distances for which $K^{*}=\frac{1}{n-1}$ ?
3. Can we characterize the $n$-distances for which $K^{*}=1$ ?
4. Can we show an example where $K^{*}=1$ is realized?

Thank you for your kind attention!

