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Abstract: An increasing number of inverter based power generators have been connected to the 

distribution network in recent years. This phenomenon, coupled with the adoption of open energy 

markets has significantly complicated the powerflows on the power network, requiring advanced 

and intelligent parameter knowledge to optimize the efficiency, quality and reliability of the system. 

This paper describes a method for identifying parameters associated with the power system model. 

In particular, the proposed algorithm in this paper addresses the line parameter and topology 

identification task in the scope of state estimation. The goal is to reduce the a priori knowledge for 

state estimation, and to obtain online information on the power system network. The proposed 

parameter estimation method relies on injected stimulations in the network. Broadband stimulation 

signals are injected from distributed generators and their effects measured at various locations in 

the grid. To process and evaluate this data, a novel aggregation method based on weighed least-

squares will be proposed in this paper. It combines and correlates various measurements in order to 

obtain an accurate snapshot of the power network parameters. In order to test its capabilities, the 

performance of this algorithm is evaluated on a small-scale test system. 

 

1. Introduction 

The mathematical model of the power system is utilized by Energy Management System (EMS) 

applications in the elaboration of their algorithms. Examples of such parameters are transmission line 

parameters, status of power switches and status of Distributed Generators (DG) [1]. The most important 

EMS tool is state estimation, but other state-of-the-art tools such as network topology reconfiguration [2], 

adaptive feeder protection in presence of DG [3-4] use this model as well in order to optimize powerflows 

and guarantee proper behaviour of the protective devices.  

Traditional state estimation is performed under the assumption that all the network parameters are 

assessed correctly, and that state estimation inconsistencies are due to inaccurate measurements. But errors 

may also be due to topology or parameter errors, which can lead to correlated measurement divergence 

and deteriorate results [5-6]. Many factors can influence the reliability and precision of the network 
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parameter models. Meteorological conditions such as temperature and humidity along the line can have 

considerable impact [7]. Geographical properties, including vegetation and soil do have a substantial 

influence as well. In classical approaches, as described in [7-8], an estimation of these parameters is 

calculated offline in order to model their influence on the line parameters, assuming all other factors 

known, such as tower and cable geometric parameters. However a large amount of precise data is required 

for an adequate estimation of line parameters and the research in [5] has shown that a large number of in 

service power lines have values that poorly reflect the real measured impedance.  

Several parameter estimation methods have been researched and they are mostly based on 

modifications of existing state estimation algorithms. The first group of research analyses the residual of 

the state estimation procedure and looks for correlation patterns, linking measurement residuals to 

parameter errors [9-12]. This analysis is performed once state estimation is complete, and is added as an 

extra step to the algorithm. The second group of methods uses an extended state vector and constraints on 

the system in order to identify the parameters to be discovered [13-14]. Additionally, research in [15] uses 

a Bayesian approach to identify relevant topological changes, through a second level processing of the 

state estimation algorithm. The method proposed in [16] adds additional soft constraints, modelled as 

pseudo-constraints for generalized state estimation in order to identify the correct network configuration. 

The research in this paper considers a novel parameter estimation method based on active 

identification [17-19]. The proposed method distorts the voltage at the DG by injecting a broadband 

stimulation, measures the current response to those signals, and obtains relevant information through 

correlation between the stimulation and its response. Active identification at the inverters Point of 

Common Coupling for estimating the equivalent impedance seen from the inverter has been studied in the 

past [20-21]. In this research the harmonic rich currents generated at the inverter are additionally measured 

at nearby locations in the power network. The identification method utilized in this research relies on 

stimulations injected through a Pulse Width Modulator (PWM); it creates an excitation signal based on the 

research in [22] in which Pseudo Random Binary Sequences (PRBS) signals have been used to create 

harmonic-rich stimulations. Stimulation signals sent from various sources in the power system are 

measured at several locations in order to estimate the transfer function of their propagation paths. All the 

measurement results are then combined using a network parameter model based on the power system’s 

admittance matrix and a Weighed Least Square (WLS) algorithm is applied in order to infer the unknown 

system variables.  

This paper is structured as follows: In Section 2, the proposed active identification method based on 

PRBS patterns is described. The stimulation injection method applied on PWM based inverters is 
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presented, and a system parameter estimation method based on multiple concurrent measurements is 

proposed. In Section 3, a novel WLS-based algorithm, applied on the system’s admittance matrix is 

elaborated, and the application of the method on a distribution network is depicted. Section 4 illustrates 

simulation results for practical system settings and provides an analysis on system convergence and result 

accuracy. 

2. Proposed Method 

2.1 Stimulation Signal Attributes 

Pseudo-Random Binary Sequences are deterministic bit streams of ‘1’s and ‘0’s occurring ‘pseudo-

randomly’ over their run length, after which the sequence is repeated.  Due to their mathematical 

properties, they are a valuable stimulation signal for active system identification [17]. For the specific case 

of Maximum Length Sequences (MLS) and for a given seed, a polynomial of length L will generate a 

deterministic sequence of ‘1’s and ‘0’s of 2𝐿 − 1 elements [23]. Depending on the relationship between 

the code-length, sampling frequency and code frequency, the PRBS exhibits a ‘white noise-like’ spectrum 

for a defined frequency range, with zeros occurring at multiples of the PRBS clock sampling frequency. 

The code length and its sampling frequency limit the resolution of the stimulated spectrum. The logic 

required for PRBS implementation consists of shifters and XORs and can be easily implemented on a 

modest digital controller. An additional advantage of PRBS is that even very low amplitude stimulations 

can produce accurate estimation results, since its effect is aggregated over a complete PRBS run length. 

For short time intervals, power systems can be assumed to be steady-state linear time-invariant system. 

The system’s response to a PRBS stimulation can be represented by the following equation: 

 

 
𝑦(𝑛) = ∑ ℎ(𝑘)𝑢(𝑛 − 𝑘) + 𝑣(𝑛)

∞

𝑘=1

 
(1) 

 

Where y(n) is the output signal of the system, h(k) the impulse response of the system to be identified, u(k) 

the input signal, which is the PRBS pattern in our case, and the disturbances, modeled by white noise are 

represented by v(k). 

The cross correlation of the input signal with the output signal is given by: 

 
𝑅𝑢𝑦(𝑚) = ∑ 𝑢(𝑛) 𝑦(𝑛 + 𝑚) 

∞

𝑛=1

 
(2) 
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= ∑ ℎ(𝑛)𝑅𝑖𝑖(𝑚 − 𝑛) + 𝑅𝑖𝑤(𝑚)

∞

𝑛=1

 
(3) 

 

- 𝑅𝑖𝑖(𝑚) being the autocorrelation of the signal, and  

- 𝑅𝑖𝑤(𝑚) its correlation with uncorrelated noise  

  

When the PRBS pattern is long enough, it exhibits white noise correlation properties [23]. Thus 𝑅𝑖𝑖(𝑚) 

becomes a Kronecker delta 𝛿(𝑚), while 𝑅𝑖𝑤(𝑚) becomes zero. 

 

 
{
      𝑅𝑖𝑖(𝑚) = 𝛿(𝑚)

𝑅𝑖𝑤(𝑚) = 0
 

(4) 

 

Combining (3) and (4) the cross correlation is reduced to: 

 

 𝑅𝑢𝑦(𝑚) = ℎ(𝑚) (5) 

 

The PRBS signal can be detected in noise magnitudes stronger than itself by a correlator who knows its 

sequence. This also means that multiple PRBSs can coexist and can filter each other’s interference through 

correlation. The transfer function of the studied system in frequency domain can then be derived by 

applying the Fourier transform to 𝑅𝑢𝑦(𝑚).  

2.2 Signal Injection Method 

A typical PWM generation controller for a single phase grid-tie inverter is shown in Figure 1. The 

resulting PWM control signal is used to steer an H-bridge inverter. Additional information on the structure 

and operation of a three level Pulse Width Modulator is can be found in [28]. In order to superimpose the 

PRBS on the 50 Hz fundamental, the PWM carrier is altered in a way that the generated pulse pattern 

naturally overlaps the PRBS with the reference signal. This is achieved by attributing a PRBS code to each 

carrier switching cycle. As shown in Figure 1, a percentage of each cycle is attributed to the PRBS signal.  
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Figure 1: Implementation of a PRBS pattern on inverter’s PWM: modified carrier sawtooth, implementing 

a ‘0 0 1 1 0’ code 

 

In order to generate a ‘0’ code, the carrier is set during the PRBS duty cycle to above the maximal value of 

the reference signal. For a ‘1’ PRBS code the carrier is set to 0, so that the PWM always triggers in that 

period. This will generate slightly ‘wider than normal’ pulses during for ‘1’ codes, and slightly narrower 

pulses during ‘0’ codes. The PRBS duty cycle is very small and generates low amplitude, broad spectrum 

harmonics. In Section 4, the PRBS burst is injected over 16 fundamental cycles, with a PRBS duty cycle 

of 5%. The PRBS pattern is generated without additional switching losses and without additional hardware. 

The code frequency is set to the PWM’s switching frequency. This alteration will induce extra harmonics 

on the power network, similar to other proposed active identification methods proposed e.g. for islanding 

such as in [20]. In order to limit the harmonics injected, the PRBS injection should consist of short and 

low amplitude bursts, which are repeated periodically e.g. once every 5 minutes. 

2.3 Mathematical model and algorithm 

The objective in this section is to relate the PRBS voltage harmonics and their induced current 

measurement to a mathematical model of the network. 

2.3.1 Transfer function estimation from measurements: 

For the proposed method, PRBS patterns are injected from DGs present on the network, and the 

resulting current patterns are measured at various points in the grid. Previous research in [22] has shown 
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that the presence of PRBS can be detected through continuous correlation. Knowing beforehand the length 

and the codes of the sequence, the correlation peak allows us to determine precisely the time and the 

duration of the received pattern. The establishment of the transfer function relating the PRBS voltage 

patterns to the measured current patterns is done by applying equation (3) to the measured current 

harmonics. The equations (6-9) show the results of this operation for the described model, ℎ(𝑛) being the 

transfer function of the propagation path, and 𝑅𝑠𝑟  the autocorrelation of the stimulation. The cross-

correlation between the voltage stimulation and the resulting current at the receiver can be written as: 

 

 
(𝑣𝑠 ∗ 𝑖𝑟)(𝜏) = ∫ 𝑣𝑠

∗(𝑡)𝑖𝑟(𝑡 + 𝜏)
+∞

−∞

 

 

(6) 

For discrete measurements, the cross correlation of the PRBS duration is defined as: 

 

 

 

 

 

(𝑣𝑠 ∗ 𝑖𝑟)(𝑛) = ∑ 𝑣𝑠(𝑛)𝑖𝑟(𝑛 + 𝑚) 

𝑒𝑛𝑑_𝑝𝑟𝑏𝑠_𝑖𝑑𝑥

𝑛=𝑠𝑡𝑎𝑟𝑡_𝑝𝑟𝑏𝑠_𝑖𝑑𝑥

 

 

                       = ∑ ℎ(𝑛)𝑅𝑠𝑟(𝑚 − 𝑛)

𝑒𝑛𝑑_𝑝𝑟𝑏𝑠_𝑖𝑑𝑥

𝑛=𝑠𝑡𝑎𝑟𝑡_𝑝𝑟𝑏𝑠_𝑖𝑑𝑥

    

 

(7) 

Transposed to the frequency domain, the following equations are obtained, relating the transfer function 

to the input stimulation and its response: 

 

 𝑉�̅� × 𝐼𝑟 = 𝑉�̅� × (𝐻 × 𝑉𝑠 
) =  𝐻 × |𝑉𝑠|

2 

 

(8) 

 

 
𝐻 = 

𝑉�̅� × 𝐼𝑟
|𝑉𝑠|2

 
(9) 

 

where 𝑉�̅� represents the complex conjugate of the Discrete Fourier Transform of the voltage at the 

source during the length of the PRBS, 𝐼𝑟 represents the Discrete Fourier transform if the current at the 

receiver for the duration of the PRBS, 𝐻  the discrete transfer function of the propagation path. 
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2.3.2 Model Based System Parameter Estimation: 

The power grid is considered to be a complex grid of networked components. Due to the slow dynamics 

and high inertia of power systems, the system will be considered invariant during the stimulation injection. 

Also, due to the orthogonality property of the PRBS signal, it is also assumed that interferences between 

stimulations and other signals are effectively filtered out. Thus, in the elaboration of mathematical model, 

it will be assumed that only one PRBS stimulation signal is present as an active injection signal during its 

time period.  

The sources inject broadband stimulation patterns on the power network. There are N injecting emitters 

on the network, and the matrix VS represents the Discrete Fourier transform of all voltage stimulations.  At 

the M receivers, the resulting broadband current is measured and is correlated with the PRBS codes of the 

N senders according to equations (3). A correlation peak is detected when the signal is present. The 

transfer function between the emitter and the receiver is established based on (6-9). As the PRBS 

stimulates a wide frequency band, this relation can be established for a range of frequencies up to several 

kHz, above which the spectral content of the PWM based PRBS wanes off and identification becomes 

challenging. Figure 2 illustrates the general configuration of the system and the problem to be solved. 

 

 

Figure 2: Power Network Identification through voltage stimulation and current measurements 

 

For each source 𝑉𝑠𝐾 , the relationship between the source and the receivers is defined by the matrix of 

the injections in network : 
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𝑉𝑠𝑘 = ∑𝐻−1
𝑖𝑘 × 𝐼𝑘𝑖

𝑀

𝑖=1

 

(10) 

 where 

 

𝑉𝑠 =

[
 
 
 
 𝑉𝑠1

𝑉𝑠2

⋮

𝑉𝑠𝑁]
 
 
 
 

 

(11) 

 

 

𝐻 = [

𝐻11 𝐻12 ⋯ 𝐻1𝑀

𝐻21 𝐻22 ⋯ 𝐻2𝑀

⋮ ⋮  ⋮
𝐻𝑁1 𝐻𝑁1 ⋯ 𝐻𝑁𝑀

] 

 

(12) 

 

 

𝐼𝑟 = [

𝐼𝑟11 𝐼𝑟12 ⋯ 𝐼𝑟1𝑁

𝐼𝑟21 𝐼𝑟22 ⋯ 𝐼𝑟2𝑁

⋮ ⋮  ⋮
𝐼𝑟𝑀1 𝐼𝑟𝑀2 ⋯ 𝐼𝑟𝑀𝑁

] 

 

(13) 

Each of the N emitters creates a current stimulation at each of the M receivers. Thus an NxM matrix of 

transfer function is established in order to characterize the dynamic relationship between each sender and 

receiver. This matrix H shown in (12), characterizes the transfer functions of each path shown in Figure 2. 

On the other hand, the electrical dynamics of the power network are described by its admittance matrix as 

well. In order for the H matrix to correspond to the admittance matrix, the following changes are 

performed, assuming that the power network under study has K nodes, where K > N and K > M.  

- The VS matrix is modified to a matrix of K elements, with zeros injection on nodes without PRBS 

stimulation. 

- The current measurement at the node of each emitter corresponds to the equivalent voltage 

stimulation and e.g. Ir31 represents the current measured at node 3, resulting from stimulation from 

node 1. The current resulting from the PRBS at the DG is measured and evaluated. 

- The Ir matrix is expanded to a KxK matrix, with 0 values on power network nodes without 

measurement. 
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For topology identification, the goal is to identify relay settings and DG connection settings. An infinite 

impedance models a line with an open relay setting. For a closed relay setting, the impedance of the 

powerline itself is considered in the admittance matrix. Thus, each element of the admittance matrix will 

be composed of line admittances, loads, source admittances, with binary unknowns related to each of the 

relay settings to be discovered. These binary values depend on the connection status of the relays and DG 

status. The configuration of system under study will look as depicted in Figure 3 and the equations to be 

solved are rewritten for a given frequency 𝜔 in equation (14). 

 

 

Figure 3: System identification in power network, using voltage sources as pilot injectors 

 

The equations to be solved for each frequency 𝜔 are: 

 

 

𝑉𝑠𝑘(𝜔) = ∑𝑌𝑚𝑎𝑡𝑟𝑖𝑥−1
𝑖𝑘(𝜔)𝑙𝑜𝑎𝑑𝑠,𝑠𝑜𝑢𝑟𝑐𝑒𝑠,𝑙𝑖𝑛𝑒𝑠,𝑟𝑒𝑙𝑎𝑦𝑠  × 𝐼𝑟𝑘𝑖(𝜔)

𝐾

𝑖=1

 

(10) 

 

In the next sub-section, a Weighed-Least-Squares method will be applied for the iterative estimation of 

the unknown parameters.  

 

3. Weighed-Least Squares Based Solution 

3.1 Overview of WLS algorithm  

A measurement model to be solved can be written as: 
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 𝑧 = ℎ(𝑙𝑝, 𝑡𝑝,𝑐𝑝) + 𝑒 

 

(15) 

where 𝑧 is the measurement vector, ℎ(𝑙𝑝, 𝑡𝑝,𝑐𝑝) is the nonlinear function relating the measurements to 

the system parameters, consisting in the case under study of line parameters, topology and connection 

parameters, 𝑙𝑝  is the vector containing network line parameters, 𝑡𝑝  is the vector containing network 

topology and connection parameters, 𝑐𝑝 is the vector of DG connection parameters, and 𝑒 is the vector of 

measurement errors.  

 

There are m measurements and n variables to be determined, with the over-specification constraint that n 

< m. The WLS parameter estimation can be formulated mathematically as an optimization problem with a 

quadratic objective function with additional equality constraints implemented as pseudo-measurements, 

the residual being defined as: 

 𝑟 =  𝑧 − ℎ(𝑥, 𝑝) 

 

(16) 

The goal is to minimize the objective function: 

 

 
𝐽(𝑥, 𝑝) =  ∑

(𝑧𝑖 − ℎ𝑖(𝑥))2

𝑅𝑖𝑖

𝑚

𝑖=1

 

 

(17) 

                                      = [𝑧 − ℎ(𝑥, 𝑝)]𝑇𝑅−1[𝑧 − ℎ(𝑥, 𝑝)] 

 

where 𝑅  is the convariance matrix, related to the estimated accuracy of each measurement. The 

minimum of the objective function can be obtained if: 

 

 
𝑔(𝑥) =

𝑑𝐽(𝑥)

𝑑𝑥
= −𝐻𝑇(𝑥)𝑅−1[𝑧 − ℎ(𝑥)]

= 0 

 

(18) 

𝐻(𝑥) being the Jacobian of matrix ℎ(𝑥) 

 

 
𝐻(𝑥) = [

𝑑ℎ

𝑑𝑥
] 

(19) 
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Expanding g(x) into its non-linear Taylor series, one obtains: 

 

 𝑔(𝑥) = 𝑔(𝑥𝑘) + 𝐺(𝑥𝑘)(𝑥 − 𝑥𝑘) + ⋯

= 0 

 

(20) 

Neglecting the higher order terms leads to an iterative solution scheme known as the Gauss-Newton 

method as shown below: 

 𝑥𝑘+1 = 𝑥𝑘 − [𝐺(𝑥𝑘)]−1 ∙ 𝑔(𝑥𝑘) 

 

(21) 

where 𝑘 is the iteration index,  𝑥𝑘 is the solution vector at iteration k 

 
𝐺(𝑥) =

𝑑𝑔(𝑥𝑘)

𝑑𝑥
= 𝐻𝑇(𝑥𝑘) ∙ 𝑅−1 ∙ 𝐻(𝑥𝑘) 

 

(22) 

 

 𝑔(𝑥𝑘) = −𝐻𝑇(𝑥𝑘) ∙ 𝑅−1 ∙ (𝑧 − ℎ(𝑥𝑘)) 

 

(23) 

The iterative process is usually stopped once convergence is assumed, that is for a threshold 𝜖, once 

 |∆𝑥𝑘| ≤ 𝜖 

 

(24) 

3.2 Application to model under study and algorithm steps 

In the application of WLS to the system defined in Section 2, the measured parameters are the resulting 

current harmonics, which provide the transfer function for each propagation path, through the application 

of equations (8-9). The function relating measurements to system parameters is the modified admittance 

matrix which contains the following unknowns:  

- Line parameters 𝑙𝑝 

- Switch settings 𝑡𝑝 

- DG connection status 𝑐𝑝 

 ℎ(𝑙𝑝, 𝑡𝑝,𝑐𝑝) = 𝑌𝑚𝑎𝑡𝑟𝑖𝑥(𝑙𝑝, 𝑡𝑝,𝑐𝑝) (25) 

   

These parameters are being guessed initially, and the estimation is refined though the iterative process. 

The Jacobian of the inverse of the admittance matrix is computed for each parameter and the iterative 
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process adjusts the unknown variables in order to minimize the residual. Thus, the objective function is 

minimized according to the equations (20-25). The weight (inverse of covariance) for each measurement is 

set based on the reliability of the measurement, which is related to the magnitude of the cross correlation 

peak [22]. The values for the weights can therefore be dynamically computed for each measurement. 

Given the broadband nature of the PRBS, the parameter estimation can be operated for a wide range of 

frequencies. Thus the WLS algorithm can be repeated for several harmonics, in order to provide additional 

data points for confirming the switch settings, and in order to provide additional information on the broad 

spectrum dynamics of the power network components.  

In the system under study, there are four PRBS injectors, acting as senders, and five receivers, detecting 

and measuring each of the current harmonics produced by these senders. There are a total of 11 unknowns 

to be determined (5 connections settings, 6 line impedance values) and 20 equations linking those 

unknowns for each frequency. In addition, given the broadband nature of the injected stimulation, these 

operations can be performed over multiple frequencies.   

 

 

Figure 5: Example of a distribution network to be characterized 
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While traditional WLS can be applied to this system, instabilities might arise due to the binary nature of 

the switch setting parameters. In addition, the highly non-linear system may lead to inaccurate values due 

to local minima reached by the WLS algorithm, in conjunction with measurement noise caused by 

imperfect cancellation of existing interference and harmonics. The WLS algorithm is executed over a 

range of frequencies and the redundancy of these multiple WLS runs is exploited in order to perform the 

identification sequentially and obtain the parameters serially. In order to optimize the results, the following 

sequence is executed by splitting the topology and parameter detection is distinct steps: 

- In the first instance, line parameters are assumed to be known within 30% of their actual value. The 

WLS equations are solved with the only unknown parameters being the switch settings and DG 

connection parameters. The algorithm is executed over the frequency range of 80 – 1980 Hz in 

100Hz intervals, and the average of the converged estimates, rounded up/down and weighed with 

the final residual, are assumed to accurate.  

- In a second step, the line impedances are determined. The WLS algorithm is run on the 80 – 1980 

Hz range, with fixed relay settings in order to estimate the impedance magnitude for each 

stimulated line on the studied frequency range.  

- Finally, the complete WLS algorithm is re-executed, with the previously obtained values used as 

an initial guess for the unknown parameters, and a rapid convergence should be obtained if the 

previous estimates are accurate. 

 

In the next section, the described model and the defined algorithm are executed on Simulink and Matlab, 

in order to illustrate the feasibility and performance of the proposed method. 

4. Simulation Results  

Simulations are based on the system described in Section 2 and Section 3. The model is executed on 

Simulink/Matlab for PRBS injection, correlation estimation and WLS algorithm. The characteristics of the 

system to be estimated, including stimulation parameters and receiver settings are listed in Table 1. The 

network considered for the application of the algorithm is the one depicted in Figure 5. The output filters 

of all DGs are LC filters and their admittances Yf are assumed to be identical. The unknown parameters in 

the system are the switch settings S1- S3, DG connection status connection status D1-D2 and the line 

impedances Y1-Y6, consisting of a resistive and inductive component. 

In the studied system, the feeders are branched twice to distribute power to the loads. Under normal 

operation, the complete network can be fed through feeder 1, feeder 2 or both depending on the status of 
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the switches S1, S2 and S3. Additionally a meshed network can be produced if all switches are connected. 

DG1, DG2, DG3, and DG4 are monitoring DGs. They inject periodically PRBS sequences on the network. 

The connection status of D1 and D2 is intermittent and not known by the operator. The objective of the 

topology identification algorithm is to evaluate the status of the switches S1, S2 and S3 as well as the 

connection status D1 and D2. In a second step, the measurement data is processed in order to estimate the 

parameters of all the lines in the network.  

Connected to each node on each feeder are residential loads. For typical residential loads, the relative 

high equivalent impedance has a minimal impact on harmonic current flows and ignoring it doesn’t 

modify the estimations considerably. On the other hand, loss of large loads or DG disconnects can be 

considered a critical change. The equivalent impedance of the MV transformer and upstream grid is 

chosen according to [24], a resistive-inductive model is used for the substation transformer, since 

capacitive effects and leakage inductance a relative small compared to the magnetizing inductance in the 

studied frequency range [25]. 

DG1-DG4 will be injecting PRBS patterns on the power network. The injections are orthogonal, thus 

their interference will be minimal if concurrent injection from two DGs happens. Using equations (8-9), 

the transfer function between the emitter and the receiver can be established. The PRBS stimulates a wide 

frequency band and this relation can be established for all the stimulated frequencies. The intended 

frequency identification range is up to 2000 Hz, since typically the first forty harmonics are considered for 

power quality considerations in European grid codes [26].  

 

Table 1: System Parameters 

Stimulation parameters  

PRBS code length 4093 

PRBS polynomial node 1 𝑥12 + 𝑥8 + 𝑥2 + 𝑥 + 1 

PRBS polynomial node 2 𝑥12 + 𝑥6 + 𝑥4 + 𝑥 + 1 

PRBS polynomial node 3 𝑥12 + 𝑥6 + 𝑥5 + 𝑥3 + 1 

PRBS polynomial node 4 𝑥12 + 𝑥7 + 𝑥6 + 𝑥2 + 1 

Sampling frequency 50 KHz 

Carrier frequency 12800 Hz 

Codes per fundamental cycle 256 

PRBS amplitude p.u. 5 % 
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Electrical system params  

Line 1 impedance Zl1 0.1 Ω , 2 mH 

Line 2 impedance Zl2 0.3 Ω , 6 mH 

Line 3 impedance Zl3 0.2 Ω , 1 mH 

Line 4 impedance Zl4 0.1 Ω , 2 mH 

Line 5 impedance Zl5 0.3 Ω , 3 mH 

Line 6 impedance Zl6 0.1 Ω , 1 mH 

Line 7 impedance Zl7 0.2 Ω , 2 mH 

Inverter Output filter Zc – Zf 5 Ω , 9.45e1µF  - 10 mH 

Transformer Impedance Zt 0.12 Ω , 20 mH 

Switch settings  SW1 = 1, SW2 = 0, SW 3= 1 

DG connection setting  DG1=0, DG2 = 1 

 

The polynomials of the PRBS codes emitted from each DG are shown in Table 1. They represent 

orthogonal 12-bit PRBS sequences and each generates a sequence of 4093 symbols before it repeats itself. 

In the simulation settings, the signals are concurrent, thus, interference between signals is maximal. The 

current measurements are sampled at the receivers at 50 kHz, which is 25 times above the highest studied 

frequency. The inverter’s carriers producing the stimulation have a switching frequency of 12800 Hz.  

Therefore each period of the fundamental takes 256 pulses, and 256 PRBS codes are transmitted during 

each fundamental. A PRBS cycle takes 16 50 HZ cycles to complete. The duty cycle for the PRBS is set to 

5% in the simulation settings. Line parameters and loads are based on the Creos power network in 

Luxembourg.  

The first step of the algorithm is the estimation of the transfer functions correlating the PRBS injections, 

and measurements at various locations in the grid. The measurements are done in a noisy environment, 

with multiple generators running. Figure 4 shows the results of transfer function identification for PRBS 

from source DG1, DG2, DG3, and DG4. The straight line corresponds to the theoretical value to be 

obtained, based on the calculated value of the equivalent model. The noisy/colored lines are the results 

obtained through PRBS injection and correlation. As stated in Section 3, the weights associated to these 

noisier measurements will be lower in the WLS algorithm. The measurements close to the PRBS source 

will have higher impact during WLS, while measurements electrically far from the source provide low 

reliability data, associated with a small weight during WLS. 
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Figure 4:  Theoretical and estimated transfer function from source to destination nodes 

 

Equivalent data is collected and processed for all four PRBS sources, then evaluated. The second step of 

the algorithm is the estimation of the power network parameters. The data from the Simulink run, shown 

in Figure 4, is processed with the parameter identification algorithm, using the Ymatrix and the equations 

described in Section 2 and 3. The results of each of the two WLS runs is listed and analyzed below. 

4.1 DG connection and switch status identification 

The switch settings are set to ‘101’, and the DG settings to ‘01’: the complete network is powered by the 

left feeder, and the DG on node DG2 is disconnected. For the initial setting of the WLS algorithm, all 

parameters are set to ‘0.5’. The algorithm is executed on the 80-1980 Hz frequency range, with 100 Hz 

intervals. The results obtained by this procedure are shown in Table 1.  

 

Table 2: Topology estimation through WLS for 80-1980Hz  

 S1 S2 S3 D1 D2   

 Real Topology values to be found   

 1 0 1 0 1   
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 Initial WLS parameter setting   

 0.5 0.5 0.5 0.5 0.5   

Frequency WLS result residue err % 

80 0.99       0.02       0.98       0.05       0.85 0.16 8% 

180 0.95       0.04       0.57       0.94       0.02 1.58 81% 

280 0.99       0.05       1.00       0.05       0.93 0.30 6% 

380 0.78       0.03       1.00       0.05       0.96 0.24 13% 

480 0.85       0.01       1.00       0.95       0.05 2.65 70% 

580 0.98       0.00       0.99       0.01       0.95 0.22 7% 

680 0.77       0.04       1.00       0.01       0.98 0.34 16% 

780 0.77       0.12       0.97       0.61       0.05 0.72 65% 

880 0.98       0.01       0.95       0.00       0.60 0.27 17% 

980 0.86       0.05       0.72       0.00       0.93 0.40 19% 

1080 0.86       0.03       0.94       0.82       0.06 1.10 66% 

1180 0.88       0.04       0.95       0.00       0.99 0.36 22% 

1280 0.75       0.04       0.85       0.17       0.92 0.43 23% 

1380 0.99       0.05       0.95       0.05       0.95 0.07 8% 

1480 0.89       0.06       0.99       0.05       0.94 2.29 7% 

1580 0.81       0.03       0.87       0.11       0.99 0.94 17% 

1680 0.68       0.02       0.95       0.28       0.99 0.92 24% 

1780 0.86       0.10       0.58       0.95       0.05 5.94 85% 

1880 0.79       0.04       0.82       0.27       0.66 0.64 34% 

1980 0.64       0.11       0.91       0.05       0.99 0.58 22% 

Weighted 

average 

0.90       0.02     0.94       0.11      0.86  9% 

 

The weighted average of the result corresponds to the estimation of each parameter, associated with a 

weight inversely proportional to the residue at the end of the WLS run. In fact, erroneous runs typically are 

terminated with a high residue, and thus their contribution can be reduced without additional steps of data 

examination and processing. If the residues of the WLS result are above a certain threshold, the 

convergence is assumed to have failed and the results discarded. This has been observed for 4 frequencies 

out of the 20 runs, marked in italics on Table 2. The results of the final weighted average show that the 
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switch settings are estimated correctly, assuming that the final result will be rounded up/down. 

Simulations for various other settings have shown good results as well, and no additional result post 

processing or heuristics have been required in order to improve the WLS performance. It can be seen that 

for certain frequencies e.g. 1080 Hz, the WLS algorithm has converged to wrong values. This can be 

attributed to the highly non-linear nature of the system, since a parameter jump in the iterative procedure 

can lead the estimated value to an erroneous convergence. Nevertheless due the redundancy of the 

algorithm, this error can be tolerated, since the majority of the frequencies converge correctly and since 

the bad results typically end the WLS run with higher residues, making their contribution to the weighted 

average is less prevalent. The iteration limit was set to 15 and the tolerance to 1% of the value to be 

estimated. Typically, the WLS ran for the full 15 cycles, and increasing the iterations didn’t improve the 

results considerably, mostly due to imperfect line parameter settings.  

4.2 Impedance magnitude estimation 

With the finalized switch and DG connection settings, the WLS procedure is run with line impedances 

set to unknown parameters. The outcome of the WLS algorithm for both cases is shown in Figure 5. The 

continuous lines represent the theoretical value to be obtained, and the dots represent the results for the 

WLS algorithm for each frequency. The weighed fitting line through the data, marked by the ‘*’ dots in 

Figure 5 shows that the results aggregated over the complete frequency range exhibits results very close to 

theoretical values. The inaccuracies are minimal for most frequencies and mostly due to noise and 

interference, while for some frequencies (e.g. 580 Hz) the convergence fails, and the result needs to be 

discarded. The criteria for acceptable runs are identical as for topology identification, runs with high 

residues are discarded, and the very low residue runs are given higher importance. In the settings of our 

simulation the peak of the stimulation is 5% of the fundamental at the DG. Simulations done with as low 

as 3% have provided acceptable results as well.  
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Figure 5:  Line Impedance magnitudes obtained through parameter estimation 

5. Conclusions 

The complexity of the power network is increasing due to the large number of distributed inverter 

based generators. In the long term, this might have an impact on grid infrastructure stability and reliability. 

In this paper, a novel method has been proposed to estimate topology and line parameters of the power 

network using online stimulations. The method consists in injecting predefined coded stimulations from 

selected inverters on the grid, and measure the current response of these injections at several locations on 

the power network. The combination of these measurements can be exploited to compute the topology 

parameters and line parameters using WLS based algorithms. The proposed method can be applied to any 

parameters of the power system, as long as its effect on the stimulations current response can be 

materialized in equations.  

A monitoring tool such as the one proposed in this paper can assist grid operators in supporting and 

accommodating modern and complex smart grid tools that are developed. For instance, the outcome of the 
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research can help engineers to tune the parameters of the state estimator, and optimize line usage and 

improve reliability by providing a novel and complementary solution to traditional EMS tools. 
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